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1 Introduction

The occasion of 25th jubilee of FSTCS gives an opportunity to look a bit further
back then one normally would. In this presentation we will look at some devel-
opments in what is called formal verification. In the seventies logics occupied a
principal place: Hoare logic [43], algorithmic logic [38], dynamic logic [41], [42],
linear time temporal logic [55]. With a notable exception of the last one, these
formalisms included programs into syntax of the logic with an idea to reduce
verification to validity checking. Temporal logic was the first to advocate exter-
nalization of modeling of programs and passing from validity checking to model
checking. Since the eighties, this view became predominant, and we have seen a
proliferation of logical systems. We have learned that game based methods not
only are very useful but also permit to abstract from irrelevant details of logical
formalisms. At present games themselves take place of specification formalisms.

Roughly, model-checking can be seen as a discipline of verifying properties
of labelled graphs. So, we are interested in formalisms for specifying graph prop-
erties. This formulation is misleadingly simple at the first sight. Observe, for
example, that almost all the richness of first-order logic already appears over
graph models, i.e., models with one binary relation. Thus, the goal is to get for-
malisms that are expressive and at the same time have decidable model-checking
problem (and preferably with low computational complexity).

The foundations of the discipline were ready before 1980-ties. Automata the-
ory existed already for a long time[71]. Biichi and Rabin have shown decidability
of monadic second-order (MSO) theories of sequences [16] and trees [70], respec-
tively. Martin has proven determinacy of Borel games [56]. Manna and Pnueli
have already proposed a new way of looking at program verification using linear
time temporal logic. Kamp’s theorem gave equivalence of LTL with first-order
logic over sequences [46].

Nevertheless, it is fair to say that a quarter of a century ago, at the beginning
of 80-eighties, the next important period in the development of the field took
place. In a relatively short interval of time a big number of significant concepts
have been born. Emerson and Clarke introduced CTL and the branching/linear
time distinction was clarified [25] [62]. Kozen defined the u-calculus [48], the logic
that will later bring games to the field. Independently, Biichi [I7], and Gurevich
and Harrington [40], arrive at understanding that the cornerstone of Rabin’s
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decidability result for MSO theory of trees is a theorem about existence of some
special strategies, now called finite memory, in some class of games. A bit later,
Street and Emerson [77,[78] developed techniques to attack satisfiability problem
for the p-calculus. Around 1980 a concept of alternation was born [23]. These
have given later rise to alternating automata [63] and finally to understanding
that these are essentially the same as the p-calculus.

In what follows we will give a brief introduction to the concepts described
above. This will bring us in a position to discuss open problems and directions for
future research. Present note is not meant to be a comprehensive survey of the
discipline. Citations and results are merely chosen to demonstrate development
of some lines of research, there is by far not enough place to present all important
accomplishments of the field.

2 The Concepts

We need to start with presentation of some basic concepts. From 25 years per-
spective it is clear that they where very influential in development of the theory.
The p-calculus turned out to be important because of its purity, its expressive
power and because of technical problems posed by the fixpoint operator. Old
methods, like construction of syntactic models from consistent sets of formulas,
are not applicable to the p-calculus. New techniques were required, and this is
where automata theory and game theory came to rescue.

2.1 The p-Calculus

Formulas of the p-calculus over the sets Prop = {pi1,p2,...} of propositional
constants, Act = {a,b,...} of actions, and Var = {X,Y,...} of variables, are
defined by the following grammar:

F:=Prop | =Prop | Var | FVF | FAF |
(Act)F | [Act]F | wVar.F |vVar.F

Note that we allow negations only before propositional constants. This is not a
problem as we will be interested in sentences, i.e., formulas where all variables
are bound by p or v. In the following, «, 3, ... will denote formulas.

Formulas are interpreted in transition systems, these are of the form M =
(S,{Ra}acAct, p), where: S is a nonempty set of states, R, C S X S is a binary
relation interpreting the action a, and p : Prop — P(S) is a function assigning
to each propositional constant a set of states where this constant holds.

For a given transition system M and an assignment V : Var — P(S), the
set of states in which a formula « is true, denoted || « |‘\/>/[7 is defined inductively
as follows:
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Ip I =p@) [P =5-pp
I X [l =V (X)
I (@)a |3 ={s: 35" Ra(s,5) A s € | a |1}
| nX.a(X) [ =S S S:llaliis,x €5
lvX.o(X) [ =J{S' €88 Cllalifs,x}

We have omitted here the obvious clauses for boolean operators and for [a]a
formula. We will omit V' in the notation if « is a sentence and will sometimes
write M, s F a instead of s € || o | ™.

The model-checking problem for the p-calculus is: given a sentence o and a
finite transition system M with a distinguished state s° decide if M, s° F a.

2.2 Games

A game G is a tuple (Vg,Va, T C (VEUVa)?2, Ace C (Ve UV4)¥) where Acc is a
set defining the winning condition and (Vg U Vy,T) is a graph with the vertices
partitioned into those of Eve and those of Adam. We say that a vertex v’ is a
successor of a vertex v if T'(v,v’) holds.

A play between Eve and Adam from some vertex v € V = Vi UV, proceeds
as follows: if v € Vg then Eve makes a choice of a successor, otherwise Adam
chooses a successor; from this successor the same rule applies and the play goes
on forever unless one of the parties cannot make a move. The player who cannot
make a move looses. The result of an infinite play is an infinite path vouivs ...
This path is winning for Eve if it belongs to Acc. Otherwise Adam is the winner.

A strategy o for Eve is a function assigning to every sequence of vertices v
ending in a vertex v from Vg a vertex o(v) which is a successor of v. A play
respecting o is a sequence vov; ... such that v;41 = o(v;) for all ¢ with v; € Vg.
The strategy o is winning for Fve from a vertex v iff all the plays starting in
v and respecting o are winning. A werter is winning for Eve if there exists a
strategy winning from it. The strategies for Adam are defined similarly. Usually
we are interested in solving games, i.e., deciding which vertices are winninng for
Eve and which for Adam.

A strategy with memory M is a triple:

c:MxVg—->PV), up:MxV—->M myeM

The role of the initial memory element mg and the memory update function up
is to abstract some information from the sequence v. This is done by iteratively
applying up function:

up™(m,e) =m and  up™(m,vv) = up*(up(m,v),v)

This way, each sequence v of vertices is assigned a memory element up*(mqg, v).
Then the choice function ¢ defines a strategy by o(vv) = c(up*(mg,v),v). The
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strategy is memoryless iff o(v) = o(w) whenever v and w end in the same
vertex; this is a strategy with a memory M that is a singleton.

In most of the cases here the winning conditions Acc C V* will be Muller
conditions: that is, there will be a colouring A : V' — Colours of the set of
vertices with a finite set of colours and a set F C P(Colours) that define the
winning sequences by:

v e Ace iff Infy(v)eF

where Inf) (v) is the set of colours appearing infinitely often on v.
An important special case is a parity condition. It is a condition determined
by a function 2 :V — {0,...,d} in the following way:

Acc = {vgvy ... € V¥ : limsup 2(v;) is even}
11— 00
Hence, in this case, the colours are natural numbers and we require that the
biggest among those appearing infinitely often is even. This condition was dis-
covered by Mostowski [60] and is the most useful form of Muller conditions.
It is the only Muller condition that guarantees existence of memoryless strate-
gies [33, 6T} B8]. It is closed by negation (the negation of a parity condition is
a parity condition). It is universal in the sense that very game with a Muller
condition can be reduced to a game with a parity condition [60].

2.3 Between Games and Formulas

The truth of a given formula in a given model can be characterized by games.
To see this, consider the task of checking if a propositional formula (in a positive
normal form) is true in a given valuation. If the formula is a disjunction then Eve
should choose one of the disjuncts that she believes is true; if it is a conjunction
then Adam should choose one of the conjuncts he believes is false. The game
continues until it arrives at a literal (a proposition or its negation). Eve wins
iff the literal is true in the valuation fixed at the beginning. It is easy to see
that Eve has a winning strategy in this game iff the initial formula is true in the
valuation.

Observe that we can define a similar game for almost any logic, just using
directly the clauses defining its semantics. For example, for first-order logic Eve
would choose in the case of disjunction and existential quantifier, and Adam
in the case of conjunction and universal quantifier. This view is of course well
known. The reason why it is not used too much in the context of first-order logic
is that the game becomes quite complicated. One can consider Ehrenfeucht-
Fraisé games as a way of hiding these complications at the cost of limiting the
scope of applicability of the concept.

While it is clear how to define game rules for disjunction, conjunction, and
most other cases, it is much less clear what to do with fixpoints. The best we can
do when we want to see if a formula pX.a(X) holds is to check if its unwinding
a(uX.a(X)) holds. Such an unwinding rule introduces potential of infinite plays
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as for uX.X. The other problem is that for the greatest fixpoint v X.a(X) we
cannot do better but suggest the same rule. One of the most important devel-
opments in these 25 years is to admit infinite plays and to realize that fixpoints
give rise to a parity condition on infinite plays: least fixpoints are given odd
ranks, greatest fixpoints even ranks, and the exact value of the rank depends on
the nesting depth (see [76] for details).

Summarizing, one can look at the formula as a kind of schema that when
put together with a model defines a game. Observe that a schema by itself
does not define a game directly; putting it differently, the satisfiability question
requires more than just examining the structure of the formula. We see the same
phenomenon in a formalism of alternating automata. It is a very beautiful fact
that the to formalisms agree. Actually it is one of the cornerstones of the whole
theory.

2.4 Alternating Automata

An alternating automaton on on transition systems is a tuple:
A=(4,P,Q°,Q7,¢°,6:Q x P(P) — P(A x Q), Acc)

where A C Act U {id}, P C Prop are finite set of actions and propositions,
respectively, relevant to the automaton. Set @ is a finite set of states partitioned
into existential, @7, and universal, Q" states. State ¢° € Q is the initial state
of the automaton and § is the transition function that assigns to each state
and label, which is valuation relevant propositions, a set of possible moves. An
intuitive meaning of a move (a,q’) € A x @ is to move over an edge labelled a
and change the state to ¢’. The action id is a self-loop permitting to stay in the
same node. Finally, Acc C Q¥ is an acceptance condition.

The simplest way to formalize the notions of a run and of an acceptance of
an automaton is in terms of games. Given an automaton 4 as above and a tran-
sition system M = (S, {Ry}acact, p) we define the acceptance game G(A, P) =
(VE,Va, T, Accg) as follows:

— The set of vertices for Eve is (Q7 x 9).

The set of vertices for Adam is (Q¥ x ).

— From each vertex (g, s), for every (a,q’') € §(¢, A(s)) and (s, s’) € R, we have
an edge in T to (¢, s'); we assume that R4 is the identity relation on states.
The winning condition Accg consists of the sequences:

(90,50)(q1,51) - .-

such that the sequence qg, g1 ... is in Acc, i.e., it belongs to the acceptance
condition of the automaton.

Let us see how to construct an automaton equivalent to a sentence « of the
p-calculus (we do not admit free variables in «). The states of the automaton
A, will be the subformulas of the formula « plus two states T and L. The initial
state will be a. The action and proposition alphabets of A, will consist of the
actions and propositions that appear in «. The transitions will be defined by:
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p,v) =T if p € v and L otherwise;
B1V Ba2,v) = 0(B1 A B2, v) = {(ld,ﬁl), (id, B2) };
<a>ﬂ v) = 6([a]B,v) = {(a,8)};

pX.B(X),v) = d(wX.B(X),v) = {(id, B(X))};
(X, v) = {(id, B(X))}.

The symbols in the last rule demand some explications. Here X is a variable and
B(X) is the formula to which it is bound, i.e., we have uX.3(X) or vX.3(X) in
a. We can suppose that X is bound precisely once in « as we can always rename
bound variables.

Observe that the rules for conjunction and disjunction are the same. The
difference is that a disjunction subformula will be an existential state of A, and
the conjunction subformula an universal one. Similarly for 1, T as well as for
(a) and [a] modalities. This means, in particular, that T is an accepting state as
there are no transitions from T and Adam looses immediately in any position
of the form (T, s).

It remains to define the acceptance condition of A,. It will be the parity
condition where all the subformulas but variables have rank 0. To define the
rank of a variable X we look at the formula it is bound to. If it is puX.8(X)
then the rank of X is 2d + 1 where d is the nesting depth of puX.3(X). If it
is is ¥X.0(X) then it is 2d. For the precise definition of the nesting depth we
refer the reader to [4], here it suffices to say that the principle is the same as for
quantifier depth in first-order logic.

We will not discuss here, not too difficult, proof that this construction gives
indeed an automaton equivalent to the formula. What is worth pointing out is
that the translation in the other direction is also possible. From a given alternat-
ing automaton one can construct an equivalent formula of the p-calculus. This
equivalence is a very good example of a correspondence between formula and di-
agram based formalisms as advocated by Wolfgang Thomas [79]. The u-calculus
is compositional, it permits doing proofs by induction on the syntax. Automata
are better for algorithmic issues and problems such as minimization.

The last remark we want to make here is about satisfiability. The above re-
duction shows that the satisfiability question for the p-calculus can be solved via
emptiness problem for alternating automata. This in turn requires transforma-
tion of alternating to nondeterministic automata or in other words, elimination
of universal branching. When we look back we can see that this is an universal
phenomenon that appears even in the case of propositional logic.

-0
-6
-6
-0

o(X

(
(
(
(

3 Perspectives

One of the obvious problems that resisted over the last 25 years is the model
checking problem for the p-calculus. Equivalently, it is the problem of solving
parity games. In this formulation it is a, potentially simpler, instance of the
problem of solving stochastic games [44] which complexity is open for quite
some time. There are at least two directions of research that are connected to
this problem and that are also interesting in their own right.
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One direction is to find polynomial-time algorithms for some restricted classes
of games. For example, for any constant, games whose graphs have tree-width
bounded by this constant can be solved in polynomial time [68]. Recently, a new
graph complexity measure, called entanglement, has been proposed and the same
result for graphs of bounded entanglement has been proved [8]. In the future it
would be interesting to consider the case of clique-width. Tree-width is connected
to MSO logic where quantification over transitions is permitted. It is known
that in this logic each p-calculus formula is equivalent to a formula of quantifier
depth 3. Clique-width [27] is linked to MSO logic where only quantification over
states is permitted. In this case it is open whether a finite number of quantifier
alternations suffices to capture the whole p-calculus.

The other direction is to consider the model-checking and game solving prob-
lems for graphs represented implicitly. A simple example is a graph represented
as a synchronized product of transition systems. In this case even alternating
reachability is EXPTIME-complete (see [30] for more detailed analysis) but the
model-checking problem for the whole u-calculus stays also in EXPTIME. The
other possibility is to consider configuration graphs of some type of machines.
In recent years pushdown graphs, i.e., graphs of configurations of pushdown
machines have attracted considerable attention [62, [0 34l [50, [74, 83]. One re-
search direction is to find interesting and decidable classes of properties of push-
down systems [11] B6l [75]. The other direction is to go forward to more compli-
cated cases like higher order pushdowns [18[19], higher order recursive program
schemes [45] A7) or pushdowns with parallel composition [10]. The biggest chal-
lenge here is to push the decidability frontier.

The understanding that the p-calculus corresponds exactly to games with
parity conditions suggest to look for other winning conditions with interesting
properties. For finite Muller conditions we know how to calculate a memory
required to win [32]. Recently, more general winning conditions were investigated
as for example Muller conditions over infinite number of colours [39]. A particular
case of such a condition is when colours are natural numbers and the winner is
decided by looking at the parity of the smallest number appearing infinitely often
(additionally we can assume that Eve wins if there is no such number). It turns
out that this infinite kind of a parity condition is the only type of infinite Muller
condition that guarantees the existence of memoryless strategies in all games. It
is important to add that for this result to hold all positions of the game need to
have a colour assigned. If we permit partial assignments of colours or put coloring
on edges of the game graph and not on positions then only ordinary (i.e. finite)
parity conditions admit memoryless strategies [26]. In the recent paper [37] this
later result is extended to include also quantitative conditions such as mean or
discounted pay-off.

While we know already a great deal about the u-calculus itself [4], there
still remains a lot to explore. One of the obvious research topics suggested by
the syntax of the logic is that of the alternation hierarchy of fixpoint operators.
Curiously, as the translation presented above shows, the alternation depth of
the formula corresponds to the size of a parity condition in the equivalent al-
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ternating automaton. Thus, one can equivalently study the later hierarchy. The
infiniteness of the hierarchy for the p-calculus was shown by Bradfield [14] and
for alternating tree automata independently by Bradfield [15] and Arnold [3].
It is worth noting that hierarchy questions for nondeterministic tree automata
were solved ten years earlier by Niwinski [64], and for the even simpler case
of deterministic automata, another ten years back by Wagner [82]. (As a side
remark let us mention that quite recently Arnold and Santocanale has shown
a surprising behaviour of diagonal classes [5].) Once the basic hierarchy ques-
tions are resolved, the next challenge is to provide algorithms for determining
the level in the hierarchy of a given recognizable language. The first step was
to give a polynomial time algorithm for computing the level in the hierarchy
of deterministic automata [65]. Next, Urbanski [80] has shown that it is decid-
able if a deterministic Rabin tree automaton is equivalent to a nondeterministic
Biichi one. Actually, the problem is also in PTIME [66]. More recently [67], the
case of deterministic tree automata was completely solved. There are forbidden
pattern characterizations for all the levels of the hierarchy of nondeterministic
automata; that is, given a deterministic automaton one can tell by examining its
structure to which level of the hierarchy of nondeterministic automata it belongs
to. This also solves the problem for levels of alternating automata hierarchy as
all deterministic languages are recognizable by co-Biichi alternating automata.
The challenge for the future is to calculate hierarchy levels for nondeterministic
automata.

There are numerous other directions of active research. We will describe just
three more very briefly here, referring the reader to the cited papers for details.

Games as well as logics and automata can be augmented with real-time.
While real-time automata are around for some time now [2], there is no standard
logic for real-time. This is partially due to the fact that timed-automata are not
closed under complement and it is difficult to decide on some other good class
of real-time properties. Also quantitative reachability problems, like minimizing
reachability cost, appear to be interesting [T}, 12 21].

The rules of playing games may be extended [2§]: one may allow concurrent
moves when two players choose moves independently and the game proceeds to
the state that is a function of the two choices. An example of “paper, scissors,
stone” game shows that randomized strategies are sometimes necessary to win
in such games. This means that now a player does not win for sure, but only
with certain probability; the maximal such probability is called the value of the
player. Another extension is to allow randomized positions where a successor is
chosen randomly with respect to some probability distribution. The quantitative
determinacy result of Martin [57] states that in every game with concurrent
moves and randomized positions the values for Eva and Adam sum up to 1.
In [28] de Alfaro and Majumdar show how to calculate the values of a game using
appropriate extension of the u-calculus. It can also happen that the objectives of
the two players are not antagonistic, in this case we talk about Nash equilibria
rather than values of games. Recently [24], Chatterjee has shown how to calculate
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Nash equilibria for a very general class of concurrent, stochastic, nonzero-sum,
infinite games.

Finally, each of these game models can be applied to synthesis [69] [72], [49]
20]. The synthesis problem is to construct a system from a given specification.
It is often solved by reduction to the problem of finding a strategy in some
game [6]. If the problem mentions real-time then the game will have real-time
constraints [[7} 29, 311 [13] [22]. If the problem concerns distributed setting then
either the reduction or the game model will have to take it into account [73]
53, 541 51159, [35]. The number of choices is truly overwhelming and we need to
understand much better in what cases synthesis is feasible.
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