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1 Context

Designing application benchmarks that are good representatives of application
behaviour and are not subject to internal runtime noise is a hard task for appli-
cation developers. The objective of this internship is to use automatic program
generation techniques (i.e., program synthesis) that are aware of runtime noise
sources as well as application domain knowledge. Noise awareness will minimize
internal noise by construction.

2 Project and objectives

We will study what properties turn existing application tests into relevant bench-
marks. We will use two main techniques. First, we will extract runtime profiling
information to detect application hot spots and identify code portions relevant
to performance. Second, we will use such profiling information to guide static
code analyses on existing application test cases. Such a study will lead us to
the automatic identification of benchmark candidates from existing application
tests.

We will then investigate how application tests can be automatically turned
into benchmarks. Identified benchmark candidates will not exhibit the same
performance profile as the application at runtime because they are by design
built to run fast and have few dependencies. We will design program generation
techniques to produce macro benchmarks from benchmark candidates. Such
program generation techniques will produce benchmarks that remain relevant
and minimize internal noises.

The student will learn in this internship the following skills:
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• How to write performance tests

• Using statistics to compare performance results

• Code generation to minimize measuring errors

• Extracting profiling data to obtain relevant performance tests
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