
CANONICAL INFERENCE 
by 

. Dallas S. 

December 1975 

This work was in part by NSF Grant DCR74-12866 



CANONICAL mFERENCE 

by 

S. Lankford. 

Department of Mathematics 

University 

Georgetown. Texas 78626 

1975 

This 'Work was in by Grant #DCR74-12866. 



We establish some new refutation completeness results for sets 

of rewrite rules in conjunction with resolution and paramodulation. 

All results of this paper deal with the case when none of the 

of an equality set occur in non-unit 

clauses. ~'ihen the set of reductions is complete we show that 

blocked resolution and immediate narrowing are refutation complete. 

We also show that which 

into positions which are not variables, and resolution are 

refutation complete. Finally" we show that, in' ,the presence of a 

suitable complexity measure. derived reduction is refutation 

In addition. we draw a 

measures and procedures for algebra.. We also 

of these theoretical results to human

oriented deduction. 



1. INTIWDUC'l' ION 

Our primary purpose in this paper 18 to combine certain 

algorithms whieb often decide the word problem for arbitrary 

abstract algebras with the refutation procedures (14) 

and (13) in a ref'uta.tionally complete manner.. Our 

point of departure is from a. class of decision procedures called 

complete sets of reductions which were discovered by Knuth 

Bendix (10) and inciependently by Slagle (17) who calls them sets 

of simplifiers. The central idea behind complete sets of reductions 

is that which an algebra. are often used one 

permanently fixed direction for simplification. 

For example. tbe axioms of' a. semigroup with unit 

1 .. 1 (x· y) .. z = X .. (y .. z). 

2 X" 1 :: x.. and 

1.3 1" x = x 

constitute a solution the word problem tor sem18roups with no 

generators and no relations as follOWS. It the axioms are used for 

simplification from lett to righ~then t == u is a. consequence 

ot the axioms 1.1 - 1.3 t' and u' are terms .. 

where t r and u f are the of simplifying t and u as 

far as possible. e .. g .... (1 • x) .. (y .. 1) == (x .. y) • 1 

x • y and x .. yare t.enus. while (x.. y) • z. ::/= 



{x .. 1'} .. (w • 1) because x· (1' .. z) and x· (y • w) are not 

identical terms .. 

For the heuristic of un1directional substitution of equals to 

be useful, there must be available SODle powerful a.nQ general m.ethods 

for detecting when an algebraic theory can be realized by a 

complete set of reductions.. Knuth and Bendix (10) provide such a 

method which consists of two a tinite 

property and. a unique termination property.. Their finite termination 

property is a complexity measure on terms which often determines 

when a set ot unidireotional rewrite r~'C3 leads to a. 

~.\.L=:~1i.i<::ll of simplifications, while their unique ternd.nation 

property is a necessar,y and sufficient criterion based on 

==;:;.;:;.;== (1.4) for a set ot rewrite rules which necessarily have 

the property to have the Church-Rosser property, 

consult Rosen (15). Their method has been enlarged througb the 

discovery ot other complexity measures by Lankford (ll).. It is not 

presently known it there is an algorithm which decides unique 

termination tor sets ot rewrite rules which do not necessar1l,y have 

finite term.ination or if there is an algorithm which decides 

finite termination. 

The unique termination property was originally stated by Knuth 

and Bendix (10) in terms of a concept the" superposition. 

which we reph~ase using the notion of most general unifier below. 



be a finite set. of 

rewrite rules. where Li and Ri are terms.. A special egualltl 

inference of' t.R. is an equation t = u which obtained. from 

two rewrites Li ~ ii and Lj ~ Rj of 6l by replacing 

one occurrence of Li e in' the lett side of L j e =- Rj e by Rt e 
where e is the most general unifier of 4 and a 8ubterm of Lj 

which is not a variable. 

1 .. 4 The Unique Term.:ina.tion ggerithm It d( is a aet of rewrite 

rules such that each sequence ot simplifications by at is 

then 0( termination property iff special 

equality inference t = U ot tR. has the property that t anci 

u simplify to identical terms .. 

For a proof 1.4 consult Knuth and (IO).. To illustrate 

the unique termination algorithm, let·,us~ establish the unique 

the "'-'""-A" the moment let 

us assume tbat the rewrite rules 

1.5 (x· y) " z ~x .. (y .. z), 

1.6 x· 1 ------7 x, and 

1.7 1 .. x x 

have the property. Some of the 

ot 1.5 - 1.7 are (for brevity we do not show all) 

1.8 (w.. (x • y) • z -== (w • x) • (y .. 71) by 1..5 and 1.. 5, 

1.9 x ~ x by 1.6 and 1.6 (or 1.7 and 1.7») 
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y • Z ::: 1 • (, • z) by 1.7 and 1.5, 

1 x .. z ::: x • (l • z) by 1.6 and. 1.5 j and. 

x .. y = x .. (;1 .. 1) by 1 .. 6 and , .. 

or course the actual tOrm3 of the special equality interences 

depend upon the formal language used and upon the unification 

algorithm.. When each of the above is simplified as tar as 

possible by the rewrite rules 1.5 - 1 .. 7 (applied whatever ONe I' 

one w.bhes) the corresponding sides of the equations become 

identical, nama~ x .. (y • (z . w)), 1 .. Z, x .. z, and x • Y 

(both sides ot 1.9 are already identical). 

The simplicity ot solution ot unique termination 

problem which is evident fram the preceding discussion stands in 

contrast to the present state ot affairs tor the finite 

termination problem. The partial. solutions which have been 

arrived at by Knuth and ..... _._ ........ (10) (11) do not seem 

to been through a deep understanding ot the problem. 
~ 

For e.x:amp.le.t the fa.mily ot complexity measures of Knuth and Bendix (10) 

is based on the fact that it t is a term and ni(t) 

the number ot occurrences of function symbols of degree i in t 

then 

Despite its obscure measures 

axiom when ........ " ..... as t(t(x,y),z) 

r(x,f(y ,z» j'many axiOIl1S 'Which decrease length .. and certain 
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cample.x.1ty measures of their tamil.y handle axioms 'Wb.ic~ increase 

lengthll> such as (x .. yrl ~ (y-l) .. (x-1 ) .. 

BrieflY, their complexity measures are defined in the usual 

manner, with a countable number ot variable sy!?ols vl. v2J11 vJ' •••• 

a number of function ~ol~ f1' ••• ,fN of degrees 

dll ro ... ,dN" Constants are function symbols degree 0 .. 

are variables, constants, or (recursively) expressions fl(tl , ••• ,td.) 
l. 

where tl' ...... and tdi are terms.. Associated with each function 

symbol fi a n~negative integer Wi called the weight of li" 

The weights of functions satisfy two additional properties: 

1.14 (1) each constant has positive weight II and '-

(2) each function symbol of degree 1-. has Positive weight, 

with the possible exception of the last function fN " 

The weight ot a term t defined as 

wet) = KIN n(vj,t) + L wkfl(tk,t) 

where n(vj,t) is the number ot occurrences of Vj in t II n(fk.t) 

is the number ot occurrences of tk in t, and MIN is the minimum 

of the weights of the constants.. An order relation >' is defined 

on terms by 

1. t > u either (1) w(t);> w(u) and n(vi,t) n(vi'u) 

tor all i, or (2) wet) ~ w(u) and n(Vtjlt) =: 

n(vi,u) tor and either t == fN( ••• (fN(Vj» ••• ), 

u ":::. Vj where dN :::' 1 tor t == {j(t1" ••• ,td
j
)' 
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u = t k( up"" .. , "\ik) .and (2a) j > k or 

(2b) j -= k and. tl = ~, 
for some n /I 1 

By 1 .. 13 and 1,,14 it follows that > ia a well-ordering on term.s 

without variable symbols and it is also shown by, Kauth and Bendix (10) 

that it t > u then t 9 u 9 for a.ny' substitution (;) .. It 

tallows at once that it a< is a set at rewrite rules for which 

ea.ch rewrite L ~ R satisties L > R then £R has the finite 

termination property.. The finite termination at the axioms of a 

semigroup 5- settled by letting 1 

have weight l .. 

of the approach Knuth and. Bend.1.x (10) 

is that if a set of rewrite rules does not have the unique termination 

property then the uniqueness algorithm 1.4 forma the basis ot an 

which often extends the incomplete set to a I.>UI4lj.J..I.O set. 

In order to algorithm, we first define a 

denoted * ,to be aqy algorithm which, 

given a set of rewrite rules 6t with the finite termination 

property and an expression t, produces a 1"!t">1"'1"P.,",rw"1"I1"I 

which cannot be further by the rewrites of lR " As 

and ex.i:U:U~)J.. e of a algorithm, the set of 

rewrite rules 6( as an ordered set, that is a sequence, and 

assume that the of an t are ordered by 

depth , and when at the same depth by left-mest position. 
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Given the the ordering of subexpres5ions~ let 

'* be the algorithm which simpl1£ies an expression t by ta.king 

the rules of (1\ in order aDd attempting to simplify the SubexprS5Sions 

ot t in ordert with the c1eepest sube.xpression.. When a. 

simpl1£ication 15 made t ... recycles through 6( , again beginning 

with the c1eepest subexpression of the simplified expression. With 

a given rewrite ot lR, ... faU to simplifY every 5ubexpression 

betore going on to the next rewrite of tR. With one simplif'ication 

algorithm mind it is that by changing the orc1er of 0( or 

the ordering on sub expressions other simplification algorithms can 

be defined .. 

1.17 > a. 

complexity measure defined by 1.16, let R be a set of rewrite 

rules such that each member L R of 6(. satisfies L > R • 

and let ... be any algorithm" 

(1) Set i = 0, 6<i -=. (R. 

(2) Let C. be the set of all special equality inferences 

tRi" 
Let e.'" be the equations of E., which have been 

completely simplified by '* using <Ri • 

Let (E.'*) t be c:.* minus all equations of the t = to. 

If each equation t =: u of (~)I does not satisfy one 

of t '> u or u > t then otherwise let 
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( t be the set. or rewrit.e rules obtained rrom. ( E*) t 
using the complexity measure > .. 

(6) Set j == 0. J j :::: 6ti U (e. *); 'Where "'J is a 

sequence ot rewrites. k == the number of members of qJJJ 

and a = 
(7) Select the first member L ~R or al

j 
and form the 

* equation L = 
for simplification. 

where * uses ~ - {L R } 

(8) II both L and. R were al.read3' completely' simpll.fied J 

i .. e., if L* =- L and a* = R 'I then let J j ... 1 be 

with the rewrite placed • set 

a -= a + 1 , and. set j = j t- 1 • othendse go to (10). 

(9) It & > k /I set tR i + 1 ::: J j + 1 II eet i == i 1 j 

and go to (2). otherw se go to (7). 

(10) It L· and R* are ident.ical then set ~ + 1 -= 

(11) 

(12) 

J j - {L R} II set. j:::::. J .... 1 • set k = k - 1, 

and to (7). 

IT L • and R" are > -incomparable then term:1.nat.e .. 

*' .. .. it-Now L and R must. be > -comparable. 1 .. e. J L > R 

or "> L*,. Let t u be the rewrit.e that 

the last rewrite 

'* = R II 

the ordered set 

j +- 1 II set a = 1 , and go to (7) .. 

where t ~ u is 

& j + 1 ,set j-= 
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One sbould notice that this algorithm term.inates a.t lRT only 

in case either (j{ T is a complete set ot reductions J or one ot the 

simpljfiecLspecial equality inferences ot CRT >-ineomparable. 

or a > equation 

Itred.und.a.ncies" in 1.17 (7) - (12).. The extension algorithm 

amply illustrated with examples by Knuth and Bend.ix. (IO) J inc1ud.i.ng 

a derivation of a complete set groups with no 

generators and no relations. Beginning with a minimal axie& set tor 

groups,\l 

x • 1 x, 

x .. (x-l ) ~ 1,\1 and 

blQ (X" y) • z x .. (1' • z) J 

of algorithm produced the following seven 

a.dditional rewrite rules in 30 seconds: 

1, 

~ (x-1)-1 x, 

(x .. 1')-1 (y-1) • (x-1),\I 

( 
-1 

1.26 X· (x ) • y) ~ Y,\I and 

1.27 (x-1) .. (x .. y) ~ y. 

For the complexity measure • and -1 were given weight 0 

and the constant 1 was 1 • 
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Because of this and their other examples,one is impressed with 

the power and efficiency of their approach. For example, in the 

above of extending to a decision procedure for groups, their 

has established as a byproduct a number of theorems about 

elementary group theory which in the past have been found difficult 

for other theorem provers. The major difficulty with their 

approach is that 'given an initial set of axioms, there at 

present no perscription for selecting a complexity measure which 

will lead to a set with unique termination. For example, in 

can be seen that a complexity measure which will 

1.18 - 1.27 must give the function -1 0 ; otherwise, 

1.25 will fail to satisfy (x. y)-l (y-l). (x-1). But the 

selection of this weight is anything but obvious trom inspection 

of set 1 

The 

also 

does there exist an 

- 1.20. which any 

of measures ot 

is: Thus an important 

which, given an ............... ", • .< S at and a 

of complexity measures, or not one or 

more of the family can establish Another 

of the Knuth and Bendix family defined by 1. that although 

the distributive rewrite x· (y.;.. z) ~ (x • y) + (x • z) 

(11) 

has finite termination, none of their family will detect this fact. 

The complexity measures of Lankford (11) contains 

members which insure the finite termination of these distributive 
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rewrites. Let us briefly summarize his a.pproach below. Recall the 

term of order calculus. For each 

• FN 

from the to the integers such that 

1 .. 28 (1) the the same as the degree of the 

(2) Fi (xl.···'Xj.···.Xti
i

) 

and let H'1l 
II 

be the function defined on all terms by 

is some fixed positive integer for all It 
(4) II II ~ when a 

(5) Ilfi(tp .... 'tdi)H -= Fi ( UtIli , ••• , !ltdill ) 

i , 

has been shown by Lankford ell) that if d{ is a set of rewrite 

ULBU > URSfI for 9 and all 

L ~ R in <R then ()( has the finite termination property .. 

A complexity measure determined by 

satisfying 1.28 (1) and (2), a for 1.28(3) 

which determines 11 • 1I , and defining 

1. t >" u Ht e 1/ ::> HuGH for all substitutions e . 
The primary defect with this approach is that the selection of the 

and the fixed constant for 1.28 (3) must presently be made by 

trial and error. To illustrate this approach, notice that F.(x,y):: 

x(l + 2y), F - x2 - . the 

termination of the ten group rewrites 1.18 - 1.27. 



Another difficulty tha t we know of no for 

the complexity measures by 1.29" However, when the F i are 

polynomials a weaker version of L 29 can be realized by any ["lC\ ..... i:I'.v. 

procedure for elementary algebra, as those Tarski (18), 

Seidenberg (16), Cohen (4), and (5), as we show below. Let 

S the sentence' 

r -V- Xl 

where iitIT 
.... Jl l( If in lit II 

r A .... A Xn 

and II u 1/ 

r :9 Iltll > M ) 

••• , ~ (the Vi 
j 

are the variable symbols that occur in t and u). the 

sentences S to faithfullY 1.29, they must be considered 
! 

" I to be sentences interpreted over the integers" I Unfortunately, methods 

used by Davis (6) to show the algorithmic unsolvability of Hilbert's 

tenth problem can be used to show that there is no algorithm to 

sentences of the 
1 

of 1 .. 30 .. a 

weaker reaJ..ization of 1 .. 29 can be obtained by considering S to be 

a sentence of that case the complexity 

measure defined by 

1.31 t u iff S is true, where S defined by 1 .. 30, 

is by any for 

has reported that an implementation of will soon 

be available. We do not know of any implementations ot the other 

methods 

1. A t was by Martin at the Oberwolfach 
conference on automatic theorem proving on January 7, 1976, and 

be in a of this paper. 



1.3 

been said_ our primar,y concern in this paper is to 

combine complete sets of reductions with the refutation procedures 

paramodulation complete ma.ru:un.... Our 

approach is straightforward and is based on the simple idea. to 

perform ordinary interences followed by simplification the 

as as the 

steps ............... completely 

simplified expression. To illustrate this approach let us establish 

a fragment of a proof of a theorem found in Kerstein (7) that H 

is 8. subgroup G H 1s not empty each x y 

H , x • (,.-1) E H • Let us just one the 

above by 

c e- II , and 

x E H 1\ ,. E H x • (y-l) E: H 

imply 

1.34 1 E: H • 

We assume the 

given earlier 

to 

of the complete Bet of reductions for groups, 

1.18 - 1 .. 27. For this example modus ponens is 

of ,."',, .................. ........ inference .. 

By modus ponens with 1 .. 32 and 1.33 the ordinary inference 

c • (0-1 ) E: H 

is 1.35 as as 1.34 

results. It to see how the other parts would be established. 



This with sets ot which do not 

have the unique termination property.. That such sets exist natu:rally 

is a consequence of the unsolvability of word • 

there no algorithm which will decide from the axioms ot an 

algebra whether or not word so~vable, nor there 

a algorithm which solves the word just tor those 

algebras with a solvable word problem, consult Jones (9). In view 

of these negative results,it would seam that the best use of 

rewrite is while searching for a refutation or proof to 

simultaneously use the Knuth and Bendix extension algorithm to 

attempt to find a complete set ot reductions. The derived reduction 

algorithm below does • we have taken 

and when it would norma..lly terminate with a > -incomparable 

equation or be unusable with an initial axiom which is -incomparable, 

we have to torm 

which is defined to be ordinary paramodulation with the restriction 

that subs~itution is not and 

which to be 

between a rewrite rule and an equation where substitution into a 

variable not allowed, only lett of rewrite 

are substituted into by an equation, and only lett 

rules are replaced by right sides when rewrite rules are paramodulated 

into equations. 



15 

Let be a complexity 

measure defined by 1.16 or 1.29, and let ~ be a rinit~ equality 

unsatisfiable set of which contains trivial reflexive 

axiom x ~ x and such that no equation occurs in a non-unit 

(1) Set i = 0 , let O(i be the equatiOns of 03 which 

can be expressed as rewrites by the complexity measure ~ , 

let E. i be the remainder of the equations, and let J i 
be the remainder of ~. 

(2) By an obvious ...................... ion of 1 (7) - (12) we 

assume ~ i and t i to be such that equations of (1 

cannot be further simplified by (Ki and that no 

L R d( 1 can be further by 

6(1 - {L ~ R} .. 
(3) Reset .11 to J i *' , where *" uses 6(i .. 

the resolvents R, all the D~'~v~'~ 

I , all the special. paramodulants p. and. 

.. ' 

all the special substitution of equals S, and from 

l* U u s* the 

rewrites into cR , and all the > -incomparable 

equations into C . Set &1 + 1 =. <R1 U <R 
1 +- 1 ::: t1 U t. , oJ i + 1 = U a* , 

and to (2) .. 

as 

, 
i =:. i 1 , 
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We will presently show that E J k for some k.. Refutation 

completeness of 1.36 holds in two interesting degenerate cases: 

a complete set of reductiOllS and. ~ 0 empty, (l) when d{o 

(2) when is no complexity measure > . A less general 

form of the first degenerate case has been reported. by Slagle (17) 

where he assumes that the input set 

second case sheds some light on the ..:..!:!::.::.:~~:=....~~~~ 

~~~ (13).. In tact for the general case of 1 .. 36,the functional 

axioms are not needed.. Recently several researchers 

announced. that special paramodulation is refutation complete 

without the functional reflexive axioms However, this writer has 

been to extend the aellelle]:"1lI osse above to the csse when 

equations occur in non-unit clauses, and he is presently unsure of 

the the announced: solutions .. '" An-

to 1 .. 36 has also been reported. by Winker (19).. An implementation 

used by Nevins (12) with some 

impressive successes. A partial implementation of 1.36 by 

Ballantyne and Lankford in LISP at The University of TexllS at Austin 

improved an Nevins (12) that in a 

x3 = 1 implies h(h(x,y),y) ~ 1 where h(x,y) = xyx-ly-l. 

Nevins I program took 30 a 

search space 415 formulas, while Ballantyne and 

1 S took 30 seconds with a 

search 11 formulas. 

1. See Resolution and Equality in Theorem Proving. D. Brand) 
of Compo Sci., Tech. Report # 58. • of Toronto, Nov. 1973, and 
A Note On The Functional RefleXive Problem, M. Richter, 
lnformatic, Technische Hochschule, Aachen. West Germany. 
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The of the first. order logic are constructed in the usual manner 

from variable, constant, and ftmction symbols" A .......:-_.-:;;.....;;;;...~....;;....;.,;,;;;..;.;;,;;,....:::....:...;:;;.;;;...;;,;;;;,;:..;;::;;;;;. 

a finite set of objects L --!). R where L R are terms and each 

which occurs in R also occurs in L.. Each set or reduction 

relations 6{ is associated ld to a corresponding set of equations E( 6{) by 

identifying eech reduction relation L R with the equation L = R. The 

term u is an ~=:.::..!~:.....:..~:::::.:::.=::::!! of' the term t, denoted t u , in case 

for SOl:le e .t U is the result ot I" ................ l!\, one occurrence 

t e in t· by- R e .. A set of' reduction relations has the finite termination 

:aroperty in case for any term t each sequence t---;.. ..... of 

reductions t number o:f 

steps; that is, some term tm of the sequence above has no immediate 

reductions 0 A set of' reductions is a set of reduction relations with the 

property" A of :reduction relations has the ------
in case for each tam t I two 

of immediate reducttons originating with t terminate .. 
A set of reductions with the unique termination property called a complete 

~et of reductions, which is somewhat more general than the complete set of 

reductions discussed by Knuth and Bendix (10) and essentially the same as a 

set of by (17). Let lR be a set of 

reductions let * Vihich associates with term t 

the corresponding ter.n t* such that is the last term in a ( 
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reductions originating t. When t 

no immediate reductions, t * is t. lie irreducible 

with respect to d( , omit when a.m.bigui ty 

be convenient to use ----~ to denote a (zero or more) 

sequence of immediate rsductions. The * relation 

are extended to and set s of clauses in the 

obvious manner .. 

While familiarity with the investigations of Knuth and Bendix (10). 

Lankford (11), and ........... __ (17) would be helpful, we have to 

include the 'pertinent background. assume a thorough knowledge of 

the basic results about resolution and paramodulation. and especially 

the excess method of Bledsoe (1). Our approach to 

establishing 1.)6 is to establish the two degenerate cases • 

with an .......... ' .... n some results ...... ''''''',..". by ......... 5 ... '" (17) .. 
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2 

It might be that sets of reductions could be combined 

directly with resolution; that is, we might conjecture that it S is a set of 

......... ''''';;::I<:7i:» that no equations and 5 U E( (R ) is then 

s* U {{x:::: x}} unsatistiable. let 6t be {f(g(x,y}} ---+ g(f(X),t(y»)} 

and let S be {{P(f(Xn}, {-,p(g(.f(a) ,f(b»}} that 5 

irreducible and satisfiable in the presence of x = x 0 ~nile the general 

conjecture we see in Theorem 1 that the 

holds. Of course, the ground 

cannot be lifted in the usual of 

failure will guide us to one solution for the caseo As a necessa~ 

prel~nar,yJ we first establish the following property of equality-unsatisfiable 

sets of unit clauses. 

If S is a of ground which is closed under 

contains no co~lementary , and contains no inequality 

of the form t;j. t, then S has an equality model .. 

T be S together "'lith all ground unit equations of the 

t :: t where t is any term over t..he of S 

Let peT) be the closure of T under par~odulation. It is clear peT) 

has l"'.o co!::!p:!.ementary pair or inequality of the form. t 'I t. Let I be the 

partial which consists of the positive literals of P(T) 
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and M' be the interpretation obtained by adding to I every negative 

ground over the Herbrand base of S which is not a complement of a 

melnDelr of I. This ''most negativetl interpretation device was a prominent 

feature of the maximal model construction of Was and Robinson (20) which 

was used to establish the refutation completeness of paramodulation for 

equality unsatisfiable sets which contain the functional reflexive axioms. 

It now follows that M is an equality model of S. 

Theorem 1 Ir 6{ is a complete set of reductions~ 5 is a set of 

ground clauses which contain no equations, and S V E(lR} is equality

unsatisfiable then there 1s a deduction of 0 rrom S* U {[x :::: .x}} usi1."l6 

resolution 0 

We induct on the excess literal parameter or S • let. 

us t.hat R is a C and D by the 

C D 

\/ 
R 

and that P is a parClJ!lOdulant of' C by E J where E is the equation of 

by the 

E C 

~ 
? 

B~canse ~f Lemma there must be a COJmo.lefinerl~ pair or an inequality of the 
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form t -;. t which is derivable from 5 and a finite set of ground instances 

E(6() ,when S 

case it can be seen 

two forms: 

;::: 

consists entirely of units.. Thus, 

exists a refutation 0 whioh 

C D :::: WI 

t 1 
PI Q

1 .. 
• 
• 

the unit 

one of 

C and D are members of S and the equations t. = U.· and v == W. 
l. l. j J 

are from the ground instances E(IR.) t .t or 

t ::::: V'f:. Vi 
1 

x=x 

.. 
" " 

Vn_1 "1 wn_l 

t 
t ,. t 

/ 

where v ~ w is a me~ber of S and the equations are froo 



22 

the ground equations E( IR. ) t .. Let us consider the second .. It 

clear that v = t and "if = t are consequences ot ECGl) , it has 

been shown by Knuth and .I.>"'.u..A.JI. (10) a canonical 

for .E(~ >, it follows that v* and t* are 

and that "if*' and t -It- are identical, hence that v* and vt' are 

So in case follows that S* contains the inequality 

'*.J -If. 
V r v , and hence 0 is derived by resolving with x:: X .. For the 

second form. we extend the approach used above in the first form... Recall that 

my has the 

predicate 

can 

and the ~,1 = 1 , 6GO , k , are terms. Consequently,we 

C , D , Pn ' and ~ by :XC(cl, ••• jCk} j :l~(dl'.'.'~) , 

C1 = Pi , i = 1 j .... , k , and the equations 

are consequences of' E( 6{ ) and that Pi and qi' i = 1 j .... , k , are 

ident1calo It follows that c1* and di *', i:: 1 , ••• , k , are identical. 

this case we see that C* and D* are This the 

proof the case. The is routine ~ and so is not 

• 

The direct of this result because an instance of' 

an may to in for 

the usual lifting lemma to apply, we must a which 

given any clause C and any instance CI of C, transfor.ns C into a 

clause D Which has GI* as an instance o This can be easily done by 



23 

treating the reductions as equations and allowing paramodulation onto 

which are not variables by the lett sides the follo1'led by 

reduction the to ... ""'LA"' ............. form. This kind of 

restricted paramodulation is called immediate narrowi~ by Slagle (+7) .. 

Our is more here since he considers sets of 

which produce of s originating from 

a:n:y term t.. For BXaJ!lple, any complete set of reductions which contains an 

f(f(x,y) ,z} ---)-f(x,f(y,z» produce the infinite 

immediate narrowings. The following lemma. was stated without proof by 

Slagle (17) .. 

.!:!!:~~2 (R is a complete set of reductions, C is a clause, and 

C' is an instance of C then there 1s a narrowing eN of C 

which has (CI)* as an instance. 

?roof Let e be the which takes C" to C' II 

be the substitution instance of C under 9 * , where e * is the substitution 

which results from e by applying * to each term of' each substitution 

of .. can be seen that C.! is also the result of applying 

a finite to Cf , and as such can be thought 

of as an intermediate step the construction of (ct)* .. CII is 

irreducible then we are done. If Cl I is not irreducible then let 
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0' t ----7 01 be an immediate reduction of C I , Sinee C' t is an instance 

of C under an substitution, the reduction which 0" to 

Cl must apply to a subterm of Ct t which not correspond to the position 

of a variable in C.. Thus there is a paramodulant of C which has Cl as 

an insta.nce, which we denote by P.. Let C1' be the reduction of 

obtained by the corresponding which takes C
1 

which 

p to It can be seen that the im."led1ate narrowing 

as an instance under an irreducible substitution. As thie process is iterated, 

we ground clauses which are of 

c are also steps in production of (C t )* B 

Because of finite termination~ (CI)* must eventually be one of the Ci ' 0 

Once of a Bet 

refutation can be lifted in the usual way without further need of narrowing. 

since the ground refutation is irreducible at each step; tbe lifted 

refutation will be euch that are and in addition 

each most general unifier is' irreducible. Slagle (17) has called I:d.nd 

of deduction blocked resolution.. these facts are ~ized below • 

. , .... "'~-"'- 2 If <K is a set of S 113 a set 

clauses which cant ains x:: X and no other equations, and S U E(<R) is 

then there exists a finite set of narr~wings SN 

of S from which the empty clause can be refuted by blocked 

and blocked 
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Theorem 2 now forms the basis for a refutation complete 

algorithm equality sets aI which contain no 

occurrences of equations other than units and for which tne set of 

equations E(,J ) of ,J are consequences 

reductions tR. .. 
(1) Set J = J* o , from we may assume 

have been deleted .. 

(2) resolvents (B of J k 

narrowings rn of alk " 

0) Set - alk U !B u rt return to +1 -

tautologies 

all immediate 

(2). 

illustrate this algorithm let us return to the subgroup problem 

of 1.32 - 1.34. we assume the presence of the complete set 

of' for groups. Following II J 0 consists of 

c E H , 

x ¢ H V Y ; K V x • ('1'-1) E H II 

1 ¢ H • 

The only blocled resolvents of erO are 

2.5 ]I f H V c .. (y-l) E: H 2 

Some of the of J 0 are 

x ¢ H VIE H by 1.19 and • 

2.8 t/: H VIE H by 1.22 and 2.3, 

2. x t/ H V y-l H V x .. y e H by 1.24 and 2.3. 

On the second 1 cHis produced by ..., ....... ,......... resolving 2.2 

and 7, so that is produced on the third round. 
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Notice since blocked complete, 

ordinary resolution followed by simplification (with narrowing) 

is complete. Thus the refutation completeness 1.36. derived 

reduction, 

complete 

case when ~ of 1. .. 36 (1.) 

ot reductions,is a the refut.ation 

completeness of blocked resolution. 
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2.2 SPECIAL PARAMODULATION 

~bis section we establish the refutation completenes5 of 

1.36. the derived reduction in the degenerate case when 

there 1s no complexity measure.. Here we modi.f.y the approach used 

to 

The basic idea of this section 1s to take the equations of a finite 

set of instances a general 

equality unsatisfiable set, extend these ground equations to a 

complete set of reductions, use Theorem 1 to get a ground. refutation., 

and with an a.J.u:u..Y'K of Lemm.a 2 the ground result. 

Len:ma 1 If (J( is a set. of reduction relations with the 

finite property, then 1R. the unique termination 

property iff the following ~~~~~~~ holds; 

2 .. 10 t is an,y and u 

of t, then there exists a term w and two sequences u = 
= w " .... 

of immediate reductions fram u and v which terminate with w. 

For a proof of Lemma J (ll) • 

If d( is a set of with the 

finite termination property and * is a simplification algorithm, 

then the lattice condition for 6( holds iff each equality 

inference t:;:::: u of £R ha.s the that t* and U* 

are identical terms. 
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( ) Let t = u be a. special equality inlerence 

of tR... This means there are meIllbera ~ ~ and L,2 ~ R2 

6{ , a.nd. a. most general unifier of LJ. a subterm of 

L2 which not a variable such that t == (~S.)' and u -= ~e 

where (~6) f is the result of one occurrence ot ~ e 
reductions 

of , and 80 by the lattice condition with the help of Lema :3 

follows that t* and u* are identical. 

( ) Let t t 

reductions of t by reduction relations Ll ~ Rl and ~ R2 

tR • If L1 and do not "interact,l' then. reducing Uo by 

corresponding poSitions 

that t was reduced produces Uo 

then without loss of generality assume 

~ e 1 replaces a 5ubterm of 8 2 ' where 6 1 is replaced 

t to ~62 

in t to produce vO. 

If the SUCI't.el:'m of to a 

variable position in L2, then replace all other occurrences of 

trom in e:2. Thus we 

Uo • . • ( .• • L2( e 2 f) ••• ) 

where the substitution e 29 = {t1/vi1 , ... J t/ /Vi j '" -, tkfVik} 
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is obtained from the substitution 8 2 == {tllVi ...... t j /v1 ..... 'tklvi } 
1 j k 

the ~ corresponding occurrence of 9 1 t j bY' 

RISl" Next tom the immediate reduction ( ... eL:z{ e 2') ..... ) 

( .... R2( 8 2') ..... ) = w. On the other hand.,we have t =: ( .... L2 6 2 .... ) 

( ..... R2 9 2 .. ·)= va and by torming a sil:zdlar eequence ot 

immediate reductions we have '110 ~ ...... --+ ( ...... R2( 9 2') ..... ) = w .. 

It the 15ubterm of L2 G,2 replaced. by L1 9 1 doe8 not 

correspond to a variable posit1on,then there is a special equalitY' 

u =: 'If of L1 H1 and L2 R2 and a 

S such that Uo = u ~ and v 0 == 'lie.. B.r assumption u'* and 

are identical, and by performing the corresponding reductions to 

... .. 
those used to obtain u and v, we .... w and 

..... w.. This completes the proof of Lemma 4 . 

should be noticed that Lemma J and Lemma 4 constitute a proof of 

1 .. 4. the unique terznination algorithm. 

Let > be a relation which satisfies 

2.11 (1) exactly one of t > U I u::> t "or t and u are 

for each of ......... "'" .. ,'" terms t and 

(2) if t u and v are ground terms, t ">' u and 

w is the result of one occurrence of t in 

v by u, then 'If W J and 

) there is no infinite sequence tl > > t) > .•. 
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measures 

satisfy 2 .. 11 and may be kept in mind as a model for the relation 

of this theorem. Let t, be a set of unit 

J;J a set of ground instances of E. .. Delete all equations 

of the form t -= t from J;J and using the > express 

the remainder of J::J as a set rewrites U<o. 
2' .. 12 (1) Set Co -= the set of (t = u, eJiL R) 

L R is a rewrite of tRO and is 

SUbstitution instance of t:::: u under 9 .. It may 

__ ,,..p ___ that u = t JI instead o.f t -= u .. 

but then u == t can be derived from E: by 

paramodu.la.tion" So without loss of generality we 

assume that t -= u l k then u:::: t is in 

t k • 

(2) Fom all the special equa.l1ty inferences S of tRk .. 

s the t ::::: t 

divide the ren:r.ainder into two sets 81 and 82 It where 

the set of which were obtained by substituting 

~ into a 5ubterm of L
j 

that corresponds to a 

position in t j for some (ti =. up Gi,Li ~ Ri ) 

and (t j =. u j , Gj,Lj Rj > c'k ' and where 

is the set of equations that were obtained by substituting 

into a that does not correspond to a 

Further simplify each equation Lj ':: Rj of to 
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(Lj r) f = R
J

' the substitution instance under 

8:/ of t j -= uj , where lJ j' is formed like e 2' 

in the proof of Lemma 4 .. and replace by 31 t which 

consists of the 

from Sl' all equations ot the form t = t , 

and express the remainder as rewrites, which are then 

U5ed to 1 e the set of 

(Lj')f Rj ') or (Uj": tJ,J Bj.,Rj' 

depending on whether (Lj'}f > RJ' or 

(t j = UJ' e j , , 

(Lj')') 

(4) From SUbstitution is into a position that 

does not correspond to a variable, we can torm G 2 

the (v ::: w, e,L R) 

is a reduction obtained from 32 and is the instance of 

v ::: w e and v : w or w ::: V a 

speoial paramodulant of two equations that are first 

coordina.tes of two of C. k .. 

(5) Set t. k + 1 ::: t.k U C 1 U E.. 2, (j( k + 1 the 

third coordinates of t k + 1" It' E. k'+ 1 and G k 

a.re identical then terminete, otherwise return to (2) .. 

2. t and the terminal set of 

6(T is a complete of reductions .. 

2. did not then 11 (2), it would 

rolla",' that there is an infinite sequence tl > t2 t) 

2 .. 11 (3) • ItVe cRT is by , 
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showing 

the ( 

the Of Our proof similar to 

) part of the proof of Lemma 4.. Let t ~ u and 

t v be by Rl L2' 

of <R T" The case when Ll and L2 do not interact is obvious .. 

When L1 do interact,consider the triples (tl -= ul' 91# 

~ R1 ) and (t2 -:::. \1211 92'~ B.2 ) of t.T , 

loss of generality assume L1 is the 8ubterm of ~ that is 

replaced.. If the subterm of that is replaced corresponds to 

a variable in proof of 

Lemma 4) and perform the corresponding sequence of reductions 

t == ( ... ... ) .. .... 

On the other hand,we have t ': ( ••• L2 • ... ) ~ ( ..... R2 ... ) .... 

( ..... R2 ' ...... ) where R2t - u2( 62')" If' L2 ' R2 ' are 

identical then we are done. otherw1se,one of (t2 ::: u2' &2' ,L2' ~') 

that 

there exists some w such that w and "If --..::;,. ..... 

w. The case when substitution is into a position that does not 

correspond to a 

part of the proof of Lemma 4. 

If eI a. equalit.y set of 

clauses tor which no equation occurs in a non-unit clause,then there 

a refutation of 0 from ,J together wi ttl x == x 

resolution. and 
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froof Let b be a finite equality set of 

ground J . Using the lexical order with Theorem. J, 

form ~ T the terminal set ot 2 .. 12.. The resulting complete set 

ol reductions ~ T is used to form J;t *' /I where *' is any 

algorithm. By Theorem 1 there is a blocked 

refutation at 0 from./;1*.. Using the equations or £T and 

special paramodula.tion,we can derive a set J5P trom. J which 

has the clauses at b *' as instances. The proof ot this is 

to the proof of Lemma 2 and so omitted.. The ordinary 

now the refutation 

h * in the ..... ~........ .manner .. 
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this section we establish the refutation completeness of 

1..36, derived reduction.. Our approach is by Section 2.2 

and especially by Theorem.3. Now, however, if we try to duplicate 

the proof of Theorem i... beginning with an equality unsatisfiable 

set ground inatances,and use Theorem 3 to extend to a complete 

go wrong. We no longer have only at 

the general level but also reductions.. Moreover, the general 

reductions, equations, and clauses are simplified during each 

round; so it follows that these simplifications at the level 

often at the ground level which cannot be 

duplicated by the original ground instances or their inferences. 

And addition, because the general level reductions are 

a complexity measure, we must tind a relation > which 

satisfies 2.11 and is also compatible with the complexity measure. 

Let us consider complexity measure • 

A is a struct.ure >>> ~ where 

2.13 (1) > 1s a subset of the Cartesian product of the terms 

with themselves, 

(2) ~ is an on the T~""'"","" is 

(a) t ~ t for any term t. 

(b) if t ~ u then u ~ t , and 

( c ) if t ':::I u and u ~ v 'then t z v , 
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(.3) if' t .,. u and u :::> v then t > v , 

(4) if t > u (t ~ u) and substitution 

then tB ". uS (t8 ~ u9) • 

(5) t > u (t ~ u) w the result of replacing 

one occurrence of t in v by u then v w (v 1d w) • 

(6) there is no infinite sequence tl t 2 :> t.3 > ..... • 
measure case 

t :> u or u > t or t ~ u any ground terms t , u , (1) 

(~) t > u ~ v implies t > v for any ground terms t , u • y .. 

now easy to see that 

if a complexity measure ground then one of 

t > u , u > t ,or t ';::! u is true for any ground. terms t , u • 

The measures 1.16 of with ~ 

identity relation and 1.29 with t u defined by "t tl - /lu II 

are ground regular complexity measures. The 

complexity measures are those for which we can show derived 

reduction is refutation complete. We now define a relation ;> 

2. which with a given 

complexity measure. Let R be any relation satist,ying 2.11 and 

2.16 tor each ground term t there are only finitely many u 

that t R u , 

let C, ~ be a ground 

pair of ground terms t and 

2.17 (1) t.,. u if t C u , 

complexity measure, and for each 

u let 
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(2) u .,. t if u C t _ 

(3) t .,. u if t """ u and t R u and ..... , 
(4) u .,.. t if t - u and u R t ,.., .. 

is to show that > defined by 2.16 and 2.17 satisties 

2 .. 11, anci 2 .. 17 was designeci so that if t C u then t > u .. 

Theorem 2 > measure then 

1.36, the derived reduction algorithm, is refutation complete. 

We assume a ground measure, >, ~ 

which been by a relation R satisfying 2.11 and 2.16, 

so .that we may assume > satisfies 2.17. Thus we may assume that 

> satisfies 2.11 and 2.16. We then take a finite equality 

set of Janda unsat.isfiable 

set of ground instances 11.. Let 11 be divided into the 

reciuctions R(b)o and the remainder JJ 0" Throughout we assume 

equations of the form t:::::: t are deleted. Now at the 

by 1.36 we ~k. At this point each 

member of l;J k is a substitution instance of a member of a{ 
each member of R(J;/)k is an instance of a member of 6<k U ~ .. 

We also assume each E k is that t ::::: u is in C
k 

then symmetric copy u ~ t is As redundancies 

are eliminated from <K.k and Ck in 1.36 (2) the 

and deletions are in Reb)k. The 
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reductions are used in those are adde4 

to R(h)k. As clauses of ttl k are simplified in 1 .. 36 (3) the 

corresponding simplifications of clauses of Atk are and the 

ground that are used in making those simplifications are 

added to R(!1)k" As 6( k + 1 f ell: + 1 ' and J k + 1 are 

tormed 1.36 (4) ~ R(,J;j)k + 1 formed by the 

corresponding inferences at the ground level and in addition adding 

all those reductions of R(b h, which correspond to immediately 

re<1u(~1!lL,g one ot terms substitution which makes some meillDelr 

of R(J:i)k an instance of a zmmber of tR k U tk ,(like was done 

in the formation or GJ 2 t in the proof of Lemma. 4). Because the 

of that is CI. ... lI.L""'-l to 

Rctn k is less than or equal to some expression in J;j, it 

follows that eventually no new additions are made to R(b)k" It 

also can be shown the a. .......... _ ........ .., set 

of reductions. Moreover, Jj T can be regarded. as an intermedia:te 

step in the formation of J;J * where * 1s a. simplification 
>, 

R(lI)T • ' To the proof' we modify the 

proof of Theorem 41 form I:1T'* (-= b *) simultaneously 

forming special inferences at the general level (along the lines of 

LT* the proof of Lemma 2), so that the clauses of ~. are instances 

some i, by Theorem 1 a refutation 

of CJ from bT * by resolution can be by the 

ordinary lifting lemma for resolution. 
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CONCLUSION 

We conclude with some questions and remarks which were 

by the results of this paper. 

1. Does there exist an algorithm which will decide whether or not 

a set of has the 

2. If a set of rewrite rules does have the finite termination 

property, do there exist polynomial functions and a constant 

so that 1.28 detect that fact? there an 

which will construct & collection of such polynomial functions 

when they exist? 

3. Equations whose sides are identical up to permutation of 

variable symbols. such as commutative axioms. cannot be used 

as rewrites without giving up termination. 

Can the notion ot rewrite rule and simplification be enlarged 

in a non-trivial to 

4. Special paramodulation has been announced refutation complete 

as a positive solution to the functional reflexive problem. 

status the 

paramodulation should be settled at the earliest 

moment. 

5. Closely derived reduction 

when equations occur in non-unit clauses? 

6. Can one of the decision procedures for elementa~ algebra be 

used as an for 1.)12 
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Are there decision procedures tor 1.29 when the £unctions 'i 

ot 1.28 are not po~omialsJ but trom some other specified class? 

7. How sets of reductions be as part of a 

theorem prover~ Many provers, such as the UT interactive 

prover end Tyson (2), have long the 

of reduction and used sets of reductions 

in an hoc manner. With the use of we 

expect to see substantial improvement. Sets of reductions also 

occur naturally in various approaches to program verification, 

such as Bqyer Moore (3) Ho~tz (8). It 

shoul.d be determined if the methods of this paper facilitate 

these and ............ ~.'" to nrl:)fl"r'aln verification .. 
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APPENDIX 

~~ny of the theoretical contained in this paper have been 

implemented by (12). his treatment equality 

[or the most part an implementation of derived reduction. The 

primary difference is that Nevins did not treat 

axioms by reduction, but instead used an unification 

algorithm. We have discussed this difference and we it 

accounts much of the improvement in xl :: 1 group problem 

mentioned earlier. Another difference that Nevins (12) did not 

have a set of reductions for groups in particular 

used equation 1. as a rewrite in the opposite direction. But we 

believe that most of the improvement by Ballantyne 

Lankford, due to treatment of associativity. For the 

predicate calculus Nevins (12) used a system of 

natural deduction which incorporated reasoning by cases. 

an to by cases for 

We do not 

which 

refutation completeness results are known t nor do we know of any 

refutation completeness results for reasoning by cases. 

notion of canonical • that is 

But the 

followed 

by simplification with the intermediate simplifications discarded, 

is equally applicable to resolution based and natural based deductive 

systems. Nevins ( did use and we 

that accounts for a SUbstantial part of the of his natural 

deduction 


