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Closed Form Solutions for Bus and T ree Networks 
o f Processors Load Sharing a  Divisible Job 3  

Sameer Bataineh, Te-Yu Hsiung, and  Thomas G. Robertazzi, Senior Member,  IEEE 

Abstract-Optimal load allocation for load sharing a divisible 
job over processors interconnected in either a bus or a tree 
network is considered. The processors are either equipped with 
front-end processors or not so equipped. Closed form solutions 
for the min imum finish time and the optimal data allocation for 
each processor are obtained. The performance of !arge symmetr ic 
tree networks is examined by aggregating the component links 
and processors into a single equivalent processor. This allows an 
easy examination of large tree networks. In addition, it becomes 
possible to find a closed form solution for the optimal amount of 
data that is to be assigned to each processor in the tree network 
in order to achieve the min imum fhdsh time. 

Index Terms- Load sharing, load balancing, divisible job, 
multiprocessors. 

I. INTRODUCTION 

A 
DIVISIBLE job is a  job that can  be  arbitrarily split 
in a  linear fashion among  a  number  of processors. 

Applications include the processing of very large data files 
such as  occurs in signal and  image processing, Kalman filtering 
and  experimental data processing. Most work to date on  load 
sharing has  involved indivisible jobs, that is jobs that can  
only be  assigned to a  single processor [6]-[13]. Only a  small 
amount  of recent work has  examined jobs that can  be  assigned 
to multiple processors [ 17]-[ 191.  

Load  sharing of a  divisible job among  a  number  of pro- 
cessors which are connected together by  an  interconnection 
network such as  a  tree network and  a  bus  network was 
examined in detail in [2]-[4], [15], [20], [21], respectively. 
A set of recursive equat ions were developed to calculate the 
optimal fractions of the load that have  to be  assigned to each  
processor in the network in order to achieve the minimum 
finish time. The  processors were assumed to have  different 
speeds.  

In this paper,  the processors are all assumed to have  the 
same speed.  This enables one  to find a  closed form equat ion 
by  which one  can calculate the optimal fractions of the load 
that has  to be  assigned to each  processor in the network in 
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Fig. 1. Bus network with controller. 
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order to achieve the minimum finish time. Moreover,  compact  
simple expressions for the minimum finish time for different 
networks are also obtained. 

This paper  is organized as  follows. In the second section, 
bus  oriented networks are examined while in the third section, 
we examine tree networks. Performance evaluation curves are 
presented in Section IV. Section V contains the conclusion. 

II. Bus NETWORK 

A. Architecture I: Bus Network With Control Processor 

Consider the case where the network model  consists of one  
control processor and  n  communicat ing processors. As shown 
in Fig. 1, the control processor receives the measurement  
data and  communicates it through a  broadcast  bus  to the 
processors. The  communicat ion time for processor i, i =  
1,2;.., n, is proport ional to the amount  of measurement  data 
that has  to be  assigned to that processor.  Each processor begins 
to compute its share of the load once  the share has  been  
completely received. Bus propagat ion delay is ignored. The  
timing diagram of the system is depicted in Fig. 2. 

Let us  first introduce the following notation. 
xi: The  fraction of measurement  data that is ass igned to 

processor i by  the originating processor.  
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Fig. 2. Timing diagram for bus network with controller. 
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The time that it takes the ith processor to process the 
entire load when w = 1. The time for arbitrary w 
is wT&. 
The time that it takes the control processor to transmit 
all the measurement data over the bus when 2 = 1. 
The time for arbitrary 2 is ZT,,. 
A constant that is inversely proportional to the comp- 
utation speed of any processor in the network. Any 
@cessor  can process the entire load in time wTcp. 
A constant that is inversely proportional to the speed 
of the single bus. The entire load can be transmitted 
over the bus in time ZT,,. 
The total time that elapses between the beginning of 
the process at t = 0 and the time when processor i 
completes its computation, i = 1,2, . . . , n. This in- 
cludes, in addition to computation time, communicating 
time and waiting time. Waiting time is the time bet- 
ween the start of the communication by the originating 
processor and the time that the ith processor begins to 
receive its share of the load. 
The finish time of the process is the pime when the last 
processor finishes processing. 

Tf = max(Tl,T2,...,Tn). (2.1) 

The timing diagram, Fig. 2, shows that at t = 0, the 
processors are all idle and the control processor has completed 
receiving the measurement data and starts to communicate 
with the first processor in the system. 

The equations that govern the relations among various 
variables and parameters in the system are 

Tl = alZTc, + a~wT,, (2.2) 
7’2 = (al + az)ZT,, + azwT,, (2.3) 
T3 = [al + (~2 + a3)ZTm + a3wT,, (2.4) 
T4 T (61 + a2 + a3 + a4)ZTm + a4wTcp (2.5) 

‘- i’ 

G = (al+ a2 + . . . + a,)ZT,, + cynwTcp. (2.6) 

The fractions of the total measurement load should sum to one 

01 + cY2 + a3 + . . . + Q, = 1. (2.7) 

The important point of interest is the minimum finish time, Tf 
which occurs when all processors stop at the same time 131, 
[ 141, 1161. Intuitively this can be proved by’conbadictidti if 
the processors do not all stop at the same time some will be 
idle while others are busy and the finish time can be improved 
by transfering load to the idle processors. Based on this we 
can write the following set of equations: 

(Y,-l = a,?- (2.8) 
a!,-2 = ff,-1T (2.9) 

a!2 = 03r (2.10) 
al = r32r (2.11) 

where r = (~T,,+zTcm) 

Here Q; is solvedw:s by equating T; to Ti+l. Using the above 
set of equations, we can now write a’s as a function of only 
a, and T. 

Lyi = i&y-i (2.12) 

where i = 1,2,3,...,n - 1. 
Using (2.7) and (2.12), one can write 

(Y,(?-“-~ + rn-’ + rn-’ + . . . + T + 1) = 1 (2.13) 

This implies that: 

r-1 
a n=-. 

Tn - 1 
(2.16) 

Knowing the value of an, the control processor can simply 
compute the amount of data that has to be assigned to each 
processor in the network by using (2.12). 

The minimum finish time is given by (from (2.2), (2.12), 
(2.16)): 

Tfl = (ZTcm + wTc,)( ‘,-In;‘) (2.17) 
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and the maximum throughput is 

y=l. 
Tfl 

(2.18) 

As mentioned earlier, with these closed form solutions one Computation 
can do some mathematical operations to find some parameters 
of interest. For instance, we know that as n approaches cc, 
Tfl - ZT,, [3], [4]. In the following, we will prove this NJT, 

result analytically: 
p-g--l Proc2 

Asn-c~(~)-+ 
Substituting the definition of T in the above and substituting 
the result back in Tfl result in CWT, 

Tjl = ZTcm Proc3 
, 1 

B. Architecture 2: No Control Processor, Processors 
Without Front-L?pd Processors 

The network architecture that is discussed in this section 
is similar to that discussed in the previous one except for the 
fact that there is no control processor. Each of n homogeneous 
processors in the network also contains no front-end processor 
for communicating off-loading. That is, each processor may 
either comml.$cale or compute but not do both at the same 
time. The lo@ may originate at any one of these processors. 
The processor ‘@at originates the load broadcasts to each 
processor in Qe  iietwork its share of the load before its starts 
to compute its own share. Each processor begins to compute 
its share of the load at the moment that it finishes receiving its 
data. Bus propagation delay is neglected. The timing diagram 
of the system is plotted in Fig. 3. Between t = 0 and 
azZTc,m none of the processors performs computation, the 
first processor communicates data to the second processor and 
processors 3,4,5, . . . , n are all idle. In general, in the period 
between t = 0 and t = (era + CQ +. . . + a;)ZT,,, only (i - 2) 
processors perform computation, (n - i) processors are idle, 
i = 2,3,. . . ) 72, and two are communicating. This facts serves 
to increase the minimum finish time. 

In the following, we will use the same definitions for oi, 
W, 2, Ti, Tcp, and Tf as in previous section. T,, is defined 
slightly differently as following: 
T Cm: The time that it takes the processor that distributes the 

load to transmit all the measurement data when Z= 1. 
The time for arbitrary 2 is ZT,,. 

With these definitions, the equations that relate the various 
variables and parameters together are stated below: 

TI = (1 - al)ZT,, + ~QwT,~ (2.19) 

572 = a2ZTcm + a2wTcp (2.20) 

T3 = (a2 + a3)ZT,, + CY~WT,~ (2.21) 

T4 = (a2 + a3 + a4)ZT,, + CY~WT,~ (2.22) 

Proc n 

‘LO 
Fig. 3. Timing diagram for homogeneous bus network without front-end 
processors. 

As mentioned earlier, that the minimum finish time is achieved 
when all processors stop at the same time [3], [14], [16], that 
is when: 

Tl = T2 = T3 = . . . = T, 

The originating processor should calculate the optimal values 
of a’s. To find these values, one should first write the following 
set of equations: 

an-1 = a,r (2.25) 

a3 = a4r 

a2 = a3r 

ffl = a, 

where r = wTc,+ZTm 

Here ai is solv%?or by setting 

Ti = Ti+l, for i = 2,3,...,n- 1 
Ti = Tn, O.W. 

(2.26) 
(2.27) 
(2.28) 

From the above equations the optimal values of LX’S can be 
written in terms of CY, and T as follows: 

T,, = (1 - al)ZTcm + QI,wT,~. (2.23) 
a,P--j, if j = 2,3,...,n - 1 ffj = (2.29) 

Qn, ifj = 1. 

The fractions of the total measurement load should sum to one It is apparent from the above equation that if the optimal 
value of CX, can be found, the optimal values of other (Y’S 

cq + ffg +. . . + a, = 1. (2.24) can be readily computed using equation (2.29). Using (2.24) 
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and (2.29), one can find the optimal value of a, in terms of 
r as follows: 

a,(1 + 7-n-2 + P--3 +. . . + T + 1) = 1 (2.30) 

0% 2 
( 

p-i + 1 - p-1 = 1 
i=l ) 

(2.31) 

r-l 
Q  n= 

1 rn--1+r-2 . 
(2.32) 

From (2.19) the minimum finish time function, Tfi, for this 
network architecture, is given by 

(2.33) 

and the maximum throughput(y) is 

r=I. 
Tfi 

(2.34) 

Conditions when it is economical to distribute load are 
discussed in [3], [16]. 

C. Architecture 3: No Control Processor, 
Processors With Front-End Processors 

The network architecture that is discussed in this section is 
similar to that discussed in the previous one except for the fact 
that each of n homogeneous processors in the network contains 
a front-end processor for communicating off-loading. That is, 
with the inclusion of front-end processors, each processor 
may communicate and compute at the same time. The load 
may originate at any of these processors. The processor that 
originates the load is now performing both computation and 
communication simultaneously. Thus, it immediately begins 
computation on its share of the load while broadcasting the 
remaining load over the bus to the other processors. Each 
processor begins to compute its share at the moment that it it 
finishes receiving its data. The timing diagram of the system 
is plotted in Fig. 4. Between t = 0 and t = a,ZT,, the first 
processor computes its share of the load and communicates 
with the second processor. All other processors, processors 
3,4,5..., n, are idle. In general, in the period of between 
t = 0 and t = (0~ + a3 + . . . ai)ZTc,, (n - i) processors 
would be idle, (i - 1) processors perform computation; i = 
2,3,4;.. ,n, and one is communicating. In the following we 
will use the same definitions for ai, w, Tcp, Z, T,,, Ti and 
Tf as in the previous section. 

With these definitions, the equations that relate the various 
variables and parameters together are: 

Tl = alwT,, (2.35) 

T2 = azZT,, + a2wTcp (2.36) 

T3 = (a2 + cy3)ZTcm + a3wTc, (2.37) 

T4 = (a2 + a3 + a4)ZT,, + a4wTcp (2.38) 

Tn = ((~2 + ~3 + . . . + a,)ZT,, + a,wTcp. (2.39) 

Procl 

Proc2 

%WTcp Computa on 

Proc3 

WJTep J 

Fig. 4. Timing diagram for homogeneous bus network with front-end pro- 
cessors. 

The fractions of the total measurement load should sum to one: 

Q1 + a2 + . . . + a, = 1. (2.40) 

The objective in analyzing the above equations is to compute 
the minimum finish time and compare it with the results that 
was obtained in the previous sections. The minimum finish 
time would be achieved when all processors stop at the same 
time. that is when: 

Tl = T2 = T3 zz . . . = T, 

[41, [141, [161. 
The optimal values of Q ’S that the originating processor 

should calculate in order to achieve the minimum finish time 
can be computed by finding first the following set of equations: 

a,-1 = anr (2.41) 

a3 = cur 

a!2 = 03T 

CYl = Q2T 

(2.42) 

(2.43) 

(2.44) 

(2.45) 

where r = ~Tc,+zTc, . Here ai is solved for by equating 
Ti to Ti+l. Froz?;j;k above equations, the optimal values of 



1188 

Q ’S can be obtained 
following equation: 

in terms of (Y,, and r as shown in the 

(yi = &g-n-i (2.46) 

where i = 1,2,3,...,n - 1. 
Again, as before, using (2.40) and (2.46), one can find a, in 

terms of r. The steps to do that are presented in the following 
equations [5] : 

a,(?---l + rn-2 + rn-’ + ... + r + 1) = 1 (2.47) 

(2.48) 

(2.49) 

Knowing the optimal value of an, the originating processor 
can now simply compute all other optimal values of (Y’S by 
using equation (2.46). The minimum finish time function, Tf3, 
can be calculated from (2.35) [5]: 

Tfz = wTcp 
rnvl(r - 1) 

P - 1 

and the maximum throughput(y) is 

y=i. 
Tf3 

III. TREE NETWORK 

(2.52) 

A. Introduction 

Consider a tree network of communicating processors as 
depicted in Fig. 5. In the tree we have three types of nodes 
(processors): root, intermediate and terminal nodes. Each tree 
has one root node that originates the load. An intermediate 
node can be viewed as a parent of lower level nodes with 
which it has a direct connection. Also it is a child of an upper 
level node with which it has a direct connection. The terminal 
nodes can only be children nodes. The kind and the number 
of levels in a particular tree determine its size, that is the total 
number of nodes in that tree. The kind of a tree is determined 
by the number of nodes that a parent node has. A parent in a 
“binary” tree would have two children. The root is assumed to 
be level 0 and its children would be in level 1 and so on. The 
lowest level is N - 1. Every processor can only communicate 
with it’s children processors and parent processor. 

In this section, we will discuss two types of trees. One 
is where processors are equipped with front-end processors. 
Therefore, communication and computation can take place 
in each processor at the same time. In the second type of 
tree, processors do not have front-end processors. That is, 
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processors can either communicate or compute but not do 
both at the same time. 

In [2], a finite tree, where processors have different speeds, 
for the above two cases was discussed. However closed form 
solution for the minimum finish time were not presented. 

In this paper, the processors in the tree are assumed to 
have the same computational speed, A. The communication 
speed between a parent processor and-each of its children is 
also assumed to have the same value, &. This assumption 
enables us to collapse the tree into one equivalent node that 
preserves the same characteristics as the original tree. This 
allows an easy examination of large tree networks. In addition, 
it becomes possible to find a closed form solution for the 
optimal amount of data that is to be assigned to each processor 
in order to achieve the minimum finish time and also to find 
a numerical solution to the minimum finish time.. 

In the following we will use the same definitions for TCp, 
T,, and w, as in the previous section; however, 2 is defined 
as follows: 
2 : A constant that is inversely proportional to the channel 

speed between a parent processor and it’s child. The 
entire load can be transmitted over the channel in time 
ZTcm. 

B. The Tree Network With No Front-End Processors 

To collapse the whole tree in Fig. 5 into one equivalent node 
we start from the terminal nodes (the last level in the tree, level 
N - 1) and move up to the root processor(the first level in the 
tree, level 0). On  our way up, every parent processor and its 
children will be replaced by one equivalent processor. The 
process will continue until the root processor and its children 
are replaced by one equivalent processor. In this aggregation 
process, only two cases are possible: the first case occurs at 
the last two levels level where all of the processors have 
the same speed as shown in Fig. 6; the second case occurs 
for the children at level Ic and their parents at level Ic - 1, 
k  = 1,2, . . , N  - 2, where all processors, except the parent, 
have the same speed as depicted in Fig. 7. In the following, 
we will discuss analytically the two cases. 

The timing diagram of the first case is the same as the bus 
network timing diagram discussed in Section II-B and depicted 
in Fig. 3 and so we can use the results obtained there to get 
an expression for w,+ which is stated below. Here, weqt is 
a constant that is inversely proportional to the speed of an 
equivalent processor that replaces all the processors in Fig. 6 
and preserves the same characteristics of the original system. 

w @ =&(zT~m+ (,:_T;-,.~-,)(wT,,-ZT=,)) 
(3.1) 

where 

rt = wTcp + ZTc, 
wTcp 

This equation is obtained by equating (2.33) and weqtTcp. Note 
that in order for load sharing to produce a net savings the right 
most parenthesis in (3.1) must be positive [3]. 

- 
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Fig. 5. Tree network. 

The timing diagram of the second case, shown in Fig. 8, 
shows that this is the same as the bus network discussed in 
subsection (2.2) where all processors except the first have the 
same speed. The time that takes each processor to process its 
share is computed by the following set of equations: 

T2 = a2ZTcm + ~2’weqTcp (3.3) 

Q-3 = (a2 + ~3)ZTcm + ~3~& (3.4) 
T4 = (~2 + ~3 + Q~)-ZL,, + ~4’~ec,Tc,, (3.5) 

TI = (1 - w)ZTc, + qwT,, (3.2) Tn = (1 - a&ZT,, f a,w,,T,,. (3.6) 
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Fig. 6. A subtree where the children are all terminal nodes in the original tree. 

The fractions of the total measurement load should sum to one Using (3.7) and (3,13) CY, can be found as a function of 
r; and c. 

a1 + a2 + . . . + a, = 1. (3.7) 
7-i - 1 

cl! - 
The optimal values of Q ’S that has to be assigned to each ?l - cyr; - 1) + q-1 - 1. 

(3.14) 

processor in order to achieve the minimum finish time, based 
on all processors stopping at the same time, is given by the N ow all other optimal values of o’s can be computed using 
following set of equations: (3.13) Since ~1 = a,ci, (~1 can be expressed in terms of ri 

and ci as follows: 
an-1 = a,?-; (3.8) ri - 1 
a,-2 = a,-1Ti (3.9) a1 = (q - 1) + $rp-1 - 1). 

(3.15) 

a3 = Q4T; (3.10) 
(~2 = cx3ri (3.11) 
CYl = a,c (3.12) 

where T; = W:qTC,+ZTc, 
W’,TCD and ci = %, 

Here i indicates’ me level of children nodes being consid- 
ered. It should be noted that, to ac hieve the minimum finish 
time, CY~ is solved for by equating T; to Ti+l, and crl is solved 
for by equating Tl to T, [3], [4]. The equations can be written 
in terms of of on, T;, and ci as follows: 

We now equate (3.2) to WqiTq in order to find w,qi, a 
constant that is inversely proportional to the speed of an 
“equivalent” processor that will replace all processors in Fig. 7 
and preserves the same characteristics as the original system. 
Note again that for load sharing to produce a net savings the 
parenthesis term in (3.16) must be positive. 

W eqi = z/J + CX!,(W - Zp), (3.16) 

where p = %. 
Substituting%e value obtained for 01 in the above equation, 

we find that: 

a!j = 
{ 

a,r+-j, if j = 2,3,. . . , n - 1, 7-i - 1 
a,ci , ifj = 1. C3’13) W,qi = Zp + (ri _ 1) + $(,p-1 - l)CW - zp)- (3.17) 
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Fig. I. A reduced case where the children are parents in the original tree. 

cllildrerls 

Starting at level N - 1, one can use equation (3.1) to 
reduce the tree .in Fig. 5 by one level and then move up one 
level. Starting from the subtrees whose children are at level 
N - 2 and up to the root processor one uses equation (3.17) 
to find weqtota,. Here weqt,t,l is a constant that is inversely 
proportional to the speed of an “equivalent” processor that 
will replace the whole tree in Fig. 5 while preserving the same 
characteristics as the original system. Computing weqtots,, the 
minimum finish time Tftnf can be written as follows: 

Tftnf = Tcpweqt,t,, 

and the maximum throughput is 

(3.18) 

7’1. 
Tftnf 

(3.19) 

C. The Tree Network With Front-End Processors 

This subsectian is similar io pe previous one except for 
the fact that now 41 the! processors in the tree possess front- 
epd processors. That is, each pfocessor can communicate and 
compute at the samg time. This @ct will help to reduce the 
finish time. We will proce’kd as in the previous subsection and 
collapse the whole tree in Fig. 5 into one equivalent node. We 
start from the termin@ nodes(the last level in the tree, level 
N - 1) and move up to the root processor (the first level in 
the tree, level 0). Similarly we will encounter two cases in 

our aggregation process: the first case occurs at the last two 
levels where all processors have the same speed as shown in 
Fig. 6; the second case occurs for the children at level k  and 
their parents at level Ic - 1, Ic = 1,2,. . . , N  - 2, where all 
processors, except the parent, have the same speed as depicted 
in Fig. 7. In the following, we will discuss analytically the 
two cases. 

The timing diagram of case one is the same as the bus 
network @ning diagram discussed in Section II-C and depicted 
in Fig. 4. The results there can be used to obtain a~ expression 
for weqt which is stated below. Here, weqt is a constant that is 
inversely proportional to the speed of an equivalent processor 
that replaces all the processors in Fig. 6 and pr?serves the 
characteristics of the original system. 

Weqt = ‘w 
rF-‘(rt - 1) 

rt” -1 
(3.20) 

where 

rt = 
wTcp + ZT,, 

wTcp ’ 

This equation is obtained by equating (2.51) and weqtT,,,. 
The timing diagram of the second case, shown in Fig. 9, 

shows that this is the same as the bus network discussed in 
subsection (2.3) where all processors except the the first have 
the same speed. The time that takes each processor to process 
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Fig. 8. Timing diagram for second case subtree of tree network with no  
front-end processors. 

its share is computed by  the following set of equations: 

TI =  alwTc,, (3.21) 

T2 = a2ZTcm + a2weqTcp (3.22) 

T3 = (Q2 + a3)ZTm + a3weqTcp (3.23) 

T4 = (a2 + Q3 + a4)ZT,, +  Q~ILJ,~T~~ (3.24) 

Tn  = (l- cxl)ZTcm + anweqTcp.  (3.25) 

The  fractions of the total measurement  load should sum to one  

a1  + CQ + . . . +  a, =  1. (3.26) 

The  optimal values of o’s that has  to be  assigned to each  
processor in order to achieve the minimum finish time is given 
by  the following set of equations: 

Cl,-1 =  Q,Ti (3.27) 
C&-2 = Cl!,-lri (3.28) 

(Y3 = CXqT; (3.29) 
I.22 = CYsTi (3.30) 
a1  = a2c (3.31) 

where ri =  =&Tc,+ZT,, and  ci =  w:,Tc,+ZTc, 
W&G wTcp . 

Here i indicates the level of children nodes  being consid- 
ered. It should be  noted that, to achieve the minimum finish 
time, oi is solved for by  equat ing Ti to Ti+l [3, 41. The  
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ProcP 

Computa ‘on 
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Fig. 9. Timing diagram for second case subtree of tree network with 
front-end processors. 

equat ions can be  written in terms of of on, ri, and  ci as  
follows: 

"j = 
cry,?--j, if j =  2,3,. . . , n  - 1, 

anri , n-2ci ifj =  1. (3.32) 

Using (3.26) and  (3.32) CY~ can be  found as  a  function of 
ri and  c. 

7-i - 1  
an  = (& + l)rp-l - cir”-2 _  1’ (3.33) 

Now all other optimal values of o’s can be  computed using 
(3.32) Since al =  a,rPe2 c, ~1  can be  expressed in terms of 
r; and  c as follows: 

r; - 1  
cl!1 =  $(r’-’ _ (-2) + .;-l _ I bY2cZ) (3.34) 

n-1 
‘i 

n-2 - ri 
n-1 

‘i - ri n-2 +  -$ (m-l - 1) ’ 

In order to find w,qi, we equate (3.21) to w,qiTcp. Here 
w,qi is a  constant that is inversely proport ional to the speed 
of an  “equivalent” processor that will replace all processors in 
Fig. 7  and  preserves the characteristics as  the original system. 

W  eqi =  WQl. (3.35) 

Substituting the value obtained for CY~ in the above  equation, 
we find that: 

W  eqi = W  n-1 (3.36) 
‘i 
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Fig. 10. Finish time versus inverse bus speed, Z, for 11 level symmetric trees with varying numbers of children and with front-end processors. Here, 
w = T,, = T CP = 1.0. 

Starting at 
tree in Fig. 5 

level N - 1, one can use (3.20) to reduce the 1.3 , I I I I I I I I I 
by one level and then move up to level N - 2. No. of Children = 2 e 

Starting from the subtrees where children are at level N - 2 
and up to the root processor one uses (3.36) to find weqtota,. 
Here, W~qtotal is a constant that is inversely proportional to the 
speed of an “equivalent” processor that will replace the whole 
tree in Fig. 5 while preserving the same characteristics as the 
original system. Computing weq,,,,,, the minimum finish time 
Tftnr can be written as follows: 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 

Z 

No. of Chddren = 3 + 
No. of Children = 5 +- 

No. of Children = 10 .X. - 

Tftnf = Tcpw,qt,t,, (3.37) 

and the maximum throughput is 

7=1. Tftnf (3.38) 

IV. PERFORMANCE EVALUATION 
OF LARGE SYMMETRIC TREES 

The minimum finish time expressions obtained in the pre- 
vious sections and subsections will be used to study the effect 
of the speed of the processors and the channel speed on the 
minimum finish time for large symmetric trees. To do so, two 
sets of plots were obtained. In the first the minimum finish time 
is plotted against 2 and in the second, which consists of only 
one plot, the ultimate minimum finish time is plotted against 
w. In both sets T,, = 1 and Tcp = 1. In the first set w = 1 
while in the second 2 = 1. Note that for the n in Section III 
to be consistent with that in Section II a subtree must have 
n - 1 children plus a root node for a total of n nodes. 

l In Fig. 10 and 11, the finish time is plotted against 2 
for various types of trees which all have 11 levels. The 

0’ ’ I I I I I I 

0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9 
Z 

Fig. 11. Finish time versus inverse bus speed, Z, for 11 level symmetric 
trees with varying numbers of children and without front-end processors. 
Here, w = T,, = Tcp = 1.0. 

tree network that is used to obtain Fig. 10 has all its’ 
processors equipped with front-end processor while the 
processors used to obtain Fig. 11 do not have no front-end 
processors. The horizontal performance line in Fig. 11 is 
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0.8 

Finish Time 

0.6 

Fig. 12. Finish timing versus inverse bus speed, 2, for trinary symmetric tree with three levels and  with and  without front-end processors. Here, 
w =  T,, =  Tcp =  1.0. 

1- Level = 2 + 
Level = 3 + 

0.9 Level = 4 s- 

I Level = 5 .x. - 
Level = 10 n 

0.8 

0.7 t 

0’ ’ I I I I I I I I I 

0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9 
Z 

Fig. 13. Finish timing versqs inverse bus speed, Z, for trinary symmetric 
tree with varying number  of levels and  with front-end processors. Here, 
w =  T,, =  Tcp =  1.0. The levels listed are equal  to N - 1. 

due  to the lack of a  time saving in distributing the load 
when  link speed is slow. The  plot shows that a  better 
finish time is obtained as  the size of the trees gets larger. 
This is expected as  more processors would have  been  
involved in computat ion. It also shows that there is slight 
difference in the performance curves among  trees where 

the parents have  more than three children, especially when  
the links are slow. This is because the majority of the load 
will be  del ivered to the first few processors. The  rest of 
the processors’ share of the load tends to be  small and  
so they will not contribute a  significant improvement in 
performance. 

l In Fig. 12, the finish time is plotted against 2  for a  
trinary tree with only three levels (13 nodes).  Fig. 12, 
shows a  difference in per formance between the network 
with front-end processors and  the one  with no  front-end 
processors. 

l Fig. 13  shows the effect of enlarging the size of a  trinary 
tree with front-end processors by  incrementing the num- 
ber  of levels (adding more processors).  The  plot shows 
that the performance is not significantly improved as  the 
size of the tree increases. Again, this is because most of 
the load is distributed to the upper  level processors. The  
levels listed in the figure are equal  to N. 

l Fig. 14  and  Fig. 15  are meant  to study the effect of 
the trade-off between the number  of processors and  the 
number  of the levels in the tree network. The  minimum 
finish time is plotted against 2  and  w in Fig. 14  and  
Fig. 15, respectively. Two types of trees were studied: a  
binary tree with 15  processors (4 levels with N = 4) 
and  a  trinary tree with 13  processors (3 levels with 
N = 3). Although the number  of processors in the trinary 
tree is four less than that in the binary tree, it gives a  
slightly better per formance results in Fig. 14. The  gap  in 
Fig. 15  between the performance curves increases as  the 
processor speed  decreases.  This is because,  as  ment ioned 
above,  a  large amount  of the load will be  al located to 
the first few processors to overcome the overhead of 
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Z 
Fig. 14. Finish time versus inverse bus speed, Z for binary (15 processor) 
and trinary (13 processors) symmetric trees with and without front-end 
processors. Here, 2u = Tcm = Tcp = 1.0. 
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Binary with F-end + 
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Fig. 15. Finish time versus inverse processor speed, w, for binary (15 
processors) and trinary (13 processors) symmetric trees with and without 
front-end processors. Here, Z = T,, = Tcp = 1.0. 

communicating large fragments of data over the links. 
In Fig. 15, for the curves with no front-end processor in 
the region up to 2 = 1.0 it is faster to process the load in 
a single processor rather than to distribute load to several 
processors [2]. 

V. CONCLUSION 

In this paper, closed form solutions for minimum finish time 
are obtained for several types of bus architectures and tree 
network architectures. The performance of these architectures 
are examined and the effect of the link speed is studied. 
Processing time for tree networks is only slightly improved 
as the number of children per node increases, especially if the 
link speed is slow. Moreover, there is a point of diminishing 
returns for performance (finish time) as the size of a tree is 
increased. 
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