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## Introduction

During the past few years, several of us have been asked many times about references on finite tree automata. On one hand, this is the witness of the liveness of this field. On the other hand, it was difficult to answer. Besides several excellent survey chapters on more specific topics, there is only one monograph devoted to tree automata by Gécseg and Steinby. Unfortunately, it is now impossible to find a copy of it and a lot of work has been done on tree automata since the publication of this book. Actually using tree automata has proved to be a powerful approach to simplify and extend previously known results, and also to find new results. For instance recent works use tree automata for application in abstract interpretation using set constraints, rewriting, automated theorem proving and program verification, databases and XML schema languages.

Tree automata have been designed a long time ago in the context of circuit verification. Many famous researchers contributed to this school which was headed by A. Church in the late 50's and the early 60's: B. Trakhtenbrot, J.R. Büchi, M.O. Rabin, Doner, Thatcher, etc. Many new ideas came out of this program. For instance the connections between automata and logic. Tree automata also appeared first in this framework, following the work of Doner, Thatcher and Wright. In the 70's many new results were established concerning tree automata, which lose a bit their connections with the applications and were studied for their own. In particular, a problem was the very high complexity of decision procedures for the monadic second order logic. Applications of tree automata to program verification revived in the 80 's, after the relative failure of automated deduction in this field. It is possible to verify temporal logic formulas (which are particular Monadic Second Order Formulas) on simpler (small) programs. Automata, and in particular tree automata, also appeared as an approximation of programs on which fully automated tools can be used. New results were obtained connecting properties of programs or type systems or rewrite systems with automata.

Our goal is to fill in the existing gap and to provide a textbook which presents the basics of tree automata and several variants of tree automata which have been devised for applications in the aforementioned domains. We shall discuss only finite tree automata, and the reader interested in infinite trees should consult any recent survey on automata on infinite objects and their applications (See the bibliography). The second main restriction that we have is to focus on the operational aspects of tree automata. This book should appeal the reader who wants to have a simple presentation of the basics of tree automata, and to see how some variations on the idea of tree automata have provided a nice tool for solving difficult problems. Therefore, specialists of the domain probably know almost all the material embedded. However, we think that this book can
be helpful for many researchers who need some knowledge on tree automata. This is typically the case of a PhD student who may find new ideas and guess connections with his (her) own work.

Again, we recall that there is no presentation nor discussion of tree automata for infinite trees. This domain is also in full development mainly due to applications in program verification and several surveys on this topic do exist. We have tried to present a tool and the algorithms devised for this tool. Therefore, most of the proofs that we give are constructive and we have tried to give as many complexity results as possible. We don't claim to present an exhaustive description of all possible finite tree automata already presented in the literature and we did some choices in the existing menagerie of tree automata. Although some works are not described thoroughly (but they are usually described in exercises), we think that the content of this book gives a good flavor of what can be done with the simple ideas supporting tree automata.

This book is an open work and we want it to be as interactive as possible. Readers and specialists are invited to provide suggestions and improvements. Submissions of contributions to new chapters and improvements of existing ones are welcome.

Among some of our choices, let us mention that we have not defined any precise language for describing algorithms which are given in some pseudo algorithmic language. Also, there is no citation in the text, but each chapter ends with a section devoted to bibliographical notes where credits are made to the relevant authors. Exercises are also presented at the end of each chapter.

Tree Automata Techniques and Applications is composed of seven main chapters (numbered 1-7). The first one presents tree automata and defines recognizable tree languages. The reader will find the classical algorithms and the classical closure properties of the class of recognizable tree languages. Complexity results are given when they are available. The second chapter gives an alternative presentation of recognizable tree languages which may be more relevant in some situations. This includes regular tree grammars, regular tree expressions and regular equations. The description of properties relating regular tree languages and context-free word languages form the last part of this chapter. In Chapter 3, we show the deep connections between logic and automata. In particular, we prove in full details the correspondence between finite tree automata and the weak monadic second order logic with $k$ successors. We also sketch several applications in various domains.

Chapter 4 presents a basic variation of automata, more precisely automata with equality constraints. An equality constraint restricts the application of rules to trees where some subtrees are equal (with respect to some equality relation). Therefore we can discriminate more easily between trees that we want to accept and trees that we must reject. Several kinds of constraints are described, both originating from the problem of non-linearity in trees (the same variable may occur at different positions).

In Chapter 5 we consider automata which recognize sets of sets of terms. Such automata appeared in the context of set constraints which themselves are used in program analysis. The idea is to consider, for each variable or each predicate symbol occurring in a program, the set of its possible values. The program gives constraints that these sets must satisfy. Solving the constraints gives an upper approximation of the values that a given variable can take. Such an approximation can be used to detect errors at compile time: it acts exactly as
a typing system which would be inferred from the program. Tree set automata (as we call them) recognize the sets of solutions of such constraints (hence sets of sets of trees). In this chapter we study the properties of tree set automata and their relationship with program analysis.

Originally, automata were invented as an intermediate between function description and their implementation by a circuit. The main related problem in the sixties was the synthesis problem: which arithmetic recursive functions can be achieved by a circuit? So far, we only considered tree automata which accepts sets of trees or sets of tuples of trees (Chapter 3) or sets of sets of trees (Chapter 5). However, tree automata can also be used as a computational device. This is the subject of Chapter 6 where we study tree transducers.

## Preliminaries

## Terms

We denote by $N$ the set of positive integers. We denote the set of finite strings over $N$ by $N^{*}$. The empty string is denoted by $\varepsilon$.

A ranked alphabet is a couple $(\mathcal{F}$, Arity $)$ where $\mathcal{F}$ is a finite set and Arity is a mapping from $\mathcal{F}$ into $N$. The arity of a symbol $f \in \mathcal{F}$ is $\operatorname{Arity}(f)$. The set of symbols of arity $p$ is denoted by $\mathcal{F}_{p}$. Elements of arity $0,1, \ldots p$ are respectively called constants, unary, $\ldots, p$-ary symbols. We assume that $\mathcal{F}$ contains at least one constant. In the examples, we use parenthesis and commas for a short declaration of symbols with arity. For instance, $f($,$) is a short declaration for a$ binary symbol $f$.

Let $\mathcal{X}$ be a set of constants called variables. We assume that the sets $\mathcal{X}$ and $\mathcal{F}_{0}$ are disjoint. The set $T(\mathcal{F}, \mathcal{X})$ of terms over the ranked alphabet $\mathcal{F}$ and the set of variables $\mathcal{X}$ is the smallest set defined by:

- $\mathcal{F}_{0} \subseteq T(\mathcal{F}, \mathcal{X})$ and
- $\mathcal{X} \subseteq T(\mathcal{F}, \mathcal{X})$ and
- if $p \geq 1, f \in \mathcal{F}_{p}$ and $t_{1}, \ldots, t_{p} \in T(\mathcal{F}, \mathcal{X})$, then $f\left(t_{1}, \ldots, t_{p}\right) \in T(\mathcal{F}, \mathcal{X})$.

If $\mathcal{X}=\emptyset$ then $T(\mathcal{F}, \mathcal{X})$ is also written $T(\mathcal{F})$. Terms in $T(\mathcal{F})$ are called ground terms. A term $t$ in $T(\mathcal{F}, \mathcal{X})$ is linear if each variable occurs at most once in $t$.

Example 1. Let $\mathcal{F}=\{\operatorname{cons}(),$, nil, $a\}$ and $\mathcal{X}=\{x, y\}$. Here cons is a binary symbol, nil and $a$ are constants. The term $\operatorname{cons}(x, y)$ is linear; the term $\operatorname{cons}(x, \operatorname{cons}(x$, nil $))$ is non linear; the term $\operatorname{cons}(a, \operatorname{cons}(a$, nil $))$ is a ground term. Terms can be represented in a graphical way. For instance, the term $\operatorname{cons}(a, \operatorname{cons}(a$, nil $))$ is represented by:


## Terms and Trees

A finite ordered tree $t$ over a set of labels $E$ is a mapping from a prefix-closed set $\mathcal{P} o s(t) \subseteq N^{*}$ into $E$. Thus, a term $t \in T(\mathcal{F}, \mathcal{X})$ may be viewed as a finite
ordered ranked tree, the leaves of which are labeled with variables or constant symbols and the internal nodes are labeled with symbols of positive arity, with out-degree equal to the arity of the label, i.e.a term $t \in T(\mathcal{F}, \mathcal{X})$ can also be defined as a partial function $t: N^{*} \rightarrow \mathcal{F} \cup \mathcal{X}$ with domain $\mathcal{P o s}(t)$ satisfying the following properties:
(i) $\mathcal{P o s}(t)$ is nonempty and prefix-closed.
(ii) $\forall p \in \mathcal{P o s}(t)$, if $t(p) \in \mathcal{F}_{n}, n \geq 1$, then $\{j \mid p j \in \mathcal{P o s}(t)\}=\{1, \ldots, n\}$.
(iii) $\forall p \in \mathcal{P} o s(t)$, if $t(p) \in \mathcal{X} \cup \mathcal{F}_{0}$, then $\{j \mid p j \in \mathcal{P} o s(t)\}=\emptyset$.

We confuse terms and trees, that is we only consider finite ordered ranked trees satisfying (i), (ii) and (iii). The reader should note that finite ordered trees with bounded rank $k$ - i.e.there is a bound $k$ on the out-degrees of internal nodes can be encoded in finite ordered ranked trees: a label $e \in E$ is associated with $k$ symbols $(e, 1)$ of arity $1, \ldots,(e, k)$ of arity $k$.

Each element in $\mathcal{P o s}(t)$ is called a position. A frontier position is a position $p$ such that $\forall j \in N$, pj $\notin \mathcal{P} o s(t)$. The set of frontier positions is denoted by $\mathcal{F} \mathcal{P o s}(t)$. Each position $p$ in $t$ such that $t(p) \in \mathcal{X}$ is called a variable position. The set of variable positions of $p$ is denoted by $\mathcal{V} \mathcal{P} o s(t)$. We denote by Head $(t)$ the root symbol of $t$ which is defined by Head $(t)=t(\varepsilon)$.

## SubTerms

A subterm $\left.t\right|_{p}$ of a term $t \in T(\mathcal{F}, \mathcal{X})$ at position $p$ is defined by the following:

- $\mathcal{P o s}\left(\left.t\right|_{p}\right)=\{j \mid p j \in \mathcal{P o s}(t)\}$,
- $\forall q \in \mathcal{P} o s\left(\left.t\right|_{p}\right),\left.t\right|_{p}(q)=t(p q)$.

We denote by $t[u]_{p}$ the term obtained by replacing in $t$ the subterm $\left.t\right|_{p}$ by $u$.

We denote by $\unrhd$ the subterm ordering, i.e.we write $t \unrhd t^{\prime}$ if $t^{\prime}$ is a subterm of $t$. We denote $t \triangleright t^{\prime}$ if $t \unrhd t^{\prime}$ and $t \neq t^{\prime}$.

A set of terms $F$ is said to be closed if it is closed under the subterm ordering, i.e. $\forall t \in F\left(t \unrhd t^{\prime} \Rightarrow t^{\prime} \in F\right)$.

## Functions on Terms

The size of a term $t$, denoted by $\|t\|$ and the height of $t$, denoted by $\mathcal{H e i g h t}(t)$ are inductively defined by:

- $\mathcal{H e i g h t}(t)=0,\|t\|=0$ if $t \in \mathcal{X}$,
- $\mathcal{H e i g h t}(t)=1,\|t\|=1$ if $t \in \mathcal{F}_{0}$,
- $\mathcal{H e i g h t}(t)=1+\max \left(\left\{\mathcal{H e i g h t}\left(t_{i}\right) \mid i \in\{1, \ldots, n\}\right\}\right),\|t\|=1+\sum_{i \in\{1, \ldots, n\}}\left\|t_{i}\right\|$ if $\mathcal{H e a d}(t) \in \mathcal{F}_{n}$.

Example 2. Let $\mathcal{F}=\{f(,),, g(),, h(), a, b\}$ and $\mathcal{X}=\{x, y\}$. Consider the terms


The root symbol of $t$ is $f$; the set of frontier positions of $t$ is $\{11,12,2,31\}$; the set of variable positions of $t^{\prime}$ is $\{11,12,31,32\} ;\left.t\right|_{3}=h(b) ; t[a]_{3}=f(g(a, b), a, a)$; $\mathcal{H e i g h t}(t)=3 ; \mathcal{H e i g h t}\left(t^{\prime}\right)=2 ;\|t\|=7 ;\left\|t^{\prime}\right\|=4$.

## Substitutions

A substitution (respectively a ground substitution) $\sigma$ is a mapping from $\mathcal{X}$ into $T(\mathcal{F}, \mathcal{X})$ (respectively into $T(\mathcal{F})$ ) where there are only finitely many variables not mapped to themselves. The domain of a substitution $\sigma$ is the subset of variables $x \in \mathcal{X}$ such that $\sigma(x) \neq x$. The substitution $\left\{x_{1} \leftarrow t_{1}, \ldots, x_{n} \leftarrow t_{n}\right\}$ is the identity on $\mathcal{X} \backslash\left\{x_{1}, \ldots, x_{n}\right\}$ and maps $x_{i} \in \mathcal{X}$ on $t_{i} \in T(\mathcal{F}, \mathcal{X})$, for every index $1 \leq i \leq n$. Substitutions can be extended to $T(\mathcal{F}, \mathcal{X})$ in such a way that:

$$
\forall f \in \mathcal{F}_{n}, \forall t_{1}, \ldots, t_{n} \in T(\mathcal{F}, \mathcal{X}) \quad \sigma\left(f\left(t_{1}, \ldots, t_{n}\right)\right)=f\left(\sigma\left(t_{1}\right), \ldots, \sigma\left(t_{n}\right)\right)
$$

We confuse a substitution and its extension to $T(\mathcal{F}, \mathcal{X})$. Substitutions will often be used in postfix notation: $t \sigma$ is the result of applying $\sigma$ to the term $t$.

Example 3. Let $\mathcal{F}=\{f(,),, g(), a, b$,$\} and \mathcal{X}=\left\{x_{1}, x_{2}\right\}$. Let us consider the term $t=f\left(x_{1}, x_{1}, x_{2}\right)$. Let us consider the ground substitution $\sigma=\left\{x_{1} \leftarrow\right.$ $\left.a, x_{2} \leftarrow g(b, b)\right\}$ and the substitution $\sigma^{\prime}=\left\{x_{1} \leftarrow x_{2}, x_{2} \leftarrow b\right\}$. Then


## Contexts

Let $\mathcal{X}_{n}$ be a set of $n$ variables. A linear term $C \in T\left(\mathcal{F}, \mathcal{X}_{n}\right)$ is called a context and the expression $C\left[t_{1}, \ldots, t_{n}\right]$ for $t_{1}, \ldots, t_{n} \in T(\mathcal{F})$ denotes the term in $T(\mathcal{F})$ obtained from $C$ by replacing variable $x_{i}$ by $t_{i}$ for each $1 \leq i \leq n$, that is $C\left[t_{1}, \ldots, t_{n}\right]=C\left\{x_{1} \leftarrow t_{1}, \ldots, x_{n} \leftarrow t_{n}\right\}$. We denote by $\mathcal{C}^{n}(\mathcal{F})$ the set of contexts over $\left(x_{1}, \ldots, x_{n}\right)$.

We denote by $\mathcal{C}(\mathcal{F})$ the set of contexts containing a single variable. A context is trivial if it is reduced to a variable. Given a context $C \in \mathcal{C}(\mathcal{F})$, we denote by $C^{0}$ the trivial context, $C^{1}$ is equal to $C$ and, for $n>1, C^{n}=C^{n-1}[C]$ is a context in $\mathcal{C}(\mathcal{F})$.

## Chapter 4

## Automata with Constraints

### 4.1 Introduction

A typical example of a language which is not recognized by a finite tree automaton is the set of terms $\{f(t, t) \mid t \in T(\mathcal{F})\}$. The reason is that the two sons of the root are recognized independently and only a fixed finite amount of information can be carried up to the root position, whereas $t$ may be arbitrarily large. Therefore, as seen in the application section of the previous chapter, this imposes some linearity conditions, typically when automata techniques are applied to rewrite systems or to sort constraints. The shift from linear to non linear situations can also be seen as a generalization from tree automata to DAG (directed acyclic graphs) automata. This is the purpose of the present chapter: how is it possible to extend the definitions of tree automata in order to carry over the applications of the previous chapter to (some) non-linear situations?

Such an extension has been studied in the early 80 's by M. Dauchet and J. Mongy. They define a class of automata which (when working in a top-down fashion) allow duplications. Considering bottom-up automata, this amounts to check equalities between subtrees. This yields the RATEG class. This class is not closed under complement. If we consider its closure, we get the class of automata with equality and disequality constraints. This class is studied in Section 4.2.

Unfortunately, the emptiness problem is undecidable for the class RATEG (and hence for automata with equality and disequality constraints).
Several decidable subclasses have been studied in the literature. The most remarkable ones are

- The class of automata with constraints between brothers which, roughly, allows equality (or disequality) tests only between positions with the same ancestors. For instance, the set of terms $f(t, t)$ is recognized by such an automaton. This class is interesting because all properties of tree automata carry over this extension and hence most of the applications of tree automata can be extended, replacing linearity conditions with such restrictions on non-linearities.
We study this class in Section 4.3.
- The class of reduction automata which, roughly, allows arbitrary disequal-
ity constraints but only a fixed finite amount of equality constraints on each run of the automaton. For instance the set of terms $f(t, t)$ also belongs to this class. Though closure properties have to be handled with care (with the definition sketched above, the class is not closed by complement), reduction automata are interesting because for example the set of irreducible terms (w.r.t.an arbitrary, possibly non-linear rewrite system) is recognized by an reduction automaton. Then the decidability of ground reducibility is a direct consequence of emptiness decidability for reduction automata. There is also a logical counterpart: the reducibility theory which is presented in the linear case in the previous chapter and which can be shown decidable in the general case using a similar technique.

Reduction automata are studied in Section 4.4.
We also consider in this chapter automata with arithmetic constraints. They naturally appear when some function symbols are assumed to be associative and commutative (AC). In such a situation, the sons of an AC symbol can be permuted and the relevant information is then the number of occurrences of the same subtree in the multisets of sons. These integer variables (number of occurrences) are subject to arithmetic constraints which must belong to a decidable fragment of arithmetic in order to keep closure and decidability properties.

### 4.2 Automata with Equality and Disequality Constraints

### 4.2.1 The Most General Class

An equality constraint (resp. a disequality constraint) is a predicate on $T(\mathcal{F})$ written $\pi=\pi^{\prime}$ (resp. $\pi \neq \pi^{\prime}$ ) where $\pi, \pi^{\prime} \in\{1, \ldots, k\}^{*}$. Such a predicate is satisfied on a term $t$, which we write $t \models \pi=\pi^{\prime}$, if $\pi, \pi^{\prime} \in \mathcal{P} o s(t)$ and $\left.t\right|_{\pi}=\left.t\right|_{\pi^{\prime}}$ (resp. $\pi \neq \pi^{\prime}$ is satisfied on $t$ if $\pi=\pi^{\prime}$ is not satisfied on $t$ ).

The satisfaction relation $\models$ is extended as usual to any Boolean combination of equality and disequality constraints. The empty conjunction and disjunction are respectively written $\perp$ (false) and $\top$ (true).

An automaton with equality and disequality constraints is a tuple $\left(Q, \mathcal{F}, Q_{f}, \Delta\right)$ where $\mathcal{F}$ is a finite ranked alphabet, $Q$ is a finite set of states, $Q_{f}$ is a subset of $Q$ of finite states and $\Delta$ is a set of transition rules of of the form

$$
f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c} q
$$

where $f \in \mathcal{F}, q_{1}, \ldots, q_{n}, q \in Q$, and $c$ is a Boolean combination of equality (and disequality) constraints. The state $q$ is called target state in the above transition rule.

We write for short AWEDC the class of automata with equality and disequality constraints.

Let $\mathcal{A}=\left(Q, \mathcal{F}, Q_{f}, \Delta\right) \in A W E D C$. The move relation $\rightarrow_{\mathcal{A}}$ is defined by as for NFTA modulo the satisfaction of equality and disequality constraints: let $t, t^{\prime} \in F(\mathcal{F} \cup Q, X)$, then $t \rightarrow_{\mathcal{A}} t^{\prime}$ if and only
there is a context $C \in \mathcal{C}(\mathcal{F} \cup Q)$ and some terms $u_{1}, \ldots, u_{n} \in T(\mathcal{F})$
there exists $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c} q \in \Delta$

$$
\begin{aligned}
& t=C\left[f\left(q_{1}\left(u_{1}\right), \ldots, q_{n}\left(u_{n}\right)\right] \text { and } t^{\prime}=C\left[q\left(f\left(u_{1}, \ldots, u_{n}\right)\right)\right]\right. \\
& C\left[f\left(u_{1}, \ldots, u_{n}\right)\right] \models c
\end{aligned}
$$

$\xrightarrow{*}_{\mathcal{A}}$ is the reflexive and transitive closure of $\rightarrow_{\mathcal{A}}$. As in Chapter 1, we usually write $t \xrightarrow{*} \mathcal{A} q$ instead of $t \xrightarrow{*} \mathcal{A} q(t)$.

An automaton $\mathcal{A} \in A W E D C$ accepts (or recognizes) a ground term $t \in T(\mathcal{F})$ if $t \xrightarrow{*} \mathcal{A} q$ for some state $q \in Q_{f}$. More generally, we also say that $\mathcal{A}$ accepts $t$ in state $q$ iff $t{ }^{*} \mathcal{A} q$ (acceptance by $\mathcal{A}$ is the particular case of acceptance by $\mathcal{A}$ in a final state).

A run) is a mapping $\rho$ from $\mathcal{P} o s(t)$ into $\Delta$ such that:

- $\rho(\Lambda) \in Q_{f}$
- if $t(p)=f$ and the target state of $\rho(p)$ is $q$, then there is a transition rule $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c} q$ in $\Delta$ such that for all $1 \leq i \leq n$, the target state of $\rho(p i)$ is $q_{i}$ and $\left.t\right|_{p} \models c$.

Note that we do not have here exactly the same definition of a run as in Chapter 1: instead of the state, we keep also the rule which yielded this state. This will be useful in the design of an emptiness decision algorithm for nondeterministic automata with equality and disequality constraints.

The language accepted (or recognized) by an automaton $\mathcal{A} \in A W E D C$ is the set $L(\mathcal{A})$ of terms $t \in T(\mathcal{F})$ that are accepted by $\mathcal{A}$.

Example 37. Balanced complete binary trees over the alphabet $f$ (binary) and $a$ (constant) are recognized by the AWEDC $(\{q\},\{f, a\},\{q\}, \Delta)$ where $\Delta$ consists of the following rules:

$$
\begin{array}{lc}
r_{1}: & a \rightarrow q \\
r_{2}: & f(q, q) \xrightarrow{1=2} q
\end{array}
$$

For example, $t=f(f(a, a), f(a, a))$ is accepted. The mapping which associates $r_{1}$ to every position $p$ of $t$ such that $t(p)=a$ and which associates $r_{2}$ to every position $p$ of $t$ such that $t(p)=f$ is indeed a successful run: for every position $p$ of $t$ such that $t(p)=f,\left.t\right|_{p \cdot 1}=t_{p \cdot 2}$, hence $\left.t\right|_{p} \models 1=2$.

Example 38. Consider the following AWEDC: $\left(Q, \mathcal{F}, Q_{f}, \Delta\right)$ with $\mathcal{F}=$ $\{0, s, f\}$ where 0 is a constant, $s$ is unary and $f$ has arity $4, Q=\left\{q_{n}, q_{0}, q_{f}\right\}$, $Q_{f}=\left\{q_{f}\right\}$, and $\Delta$ consists of the following rules:

| 0 |  | $q_{0}$ | $s\left(q_{0}\right)$ | $\xrightarrow{\rightarrow} q_{n}$ |  |
| ---: | :--- | ---: | ---: | ---: | ---: |
| $s\left(q_{n}\right)$ |  | $q_{n}$ | $f\left(q_{0}, q_{0}, q_{n}, q_{n}\right)$ | $\xrightarrow{3=4}$ | $q_{f}$ |
| $f\left(q_{0}, q_{0}, q_{0}, q_{0}\right)$ |  | $\rightarrow$ | $q_{f}$ | $f\left(q_{0}, q_{n}, q_{0}, q_{n}\right)$ | $\xrightarrow{2=4}$ |
| $f\left(q_{f}, q_{n}, q_{n}, q_{n}\right)$ | $q_{f}$ |  |  |  |  |
|  |  | $q_{f}$ |  |  |  |



Figure 4.1: A computation of the sum of two natural numbers

This automaton computes the sum of two natural numbers written in base one in the following sense: if $t$ is accepted by $\mathcal{A}$ then $^{1} t=f\left(t_{1}, s^{n}(0), s^{m}(0), s^{n+m}(0)\right)$ for some $t_{1}$ and $n, m \geq 0$. Conversely, for each $n, m \geq 0$, there is a term $f\left(t_{1}, s^{n}(0), s^{m}(0), s^{n+m}(0)\right)$ which is accepted by the automaton.

For instance the term depicted on Figure 4.1 is accepted by the automaton. Similarly, it is possible to design an automaton of the class AWEDC which "computes the multiplication" (see exercises)

In order to evaluate the complexity of operations on automata of the class AWEDC, we need to precise a representation of the automata and estimate the space which is necessary for this representation.

The size of is a Boolean combination of equality and disequality constraints is defined by induction:

- $\left\|\pi=\pi^{\prime}\right\| \stackrel{\text { def }}{=}\left\|\pi \neq \pi^{\prime}\right\| \stackrel{\text { def }}{=}|\pi|+\left|\pi^{\prime}\right|(|\pi|$ is the length of $\pi)$
- $\left\|c \wedge c^{\prime}\right\| \stackrel{\text { def }}{=}\left\|c \vee c^{\prime}\right\| \stackrel{\text { def }}{=}\|c\|+\left\|c^{\prime}\right\|+1$
- $\|\neg c\| \stackrel{\text { def }}{=}\|c\|$

Now, deciding whether $t \models c$ depends on the representation of $t$. If $t$ is represented as a directed acyclic graph (a DAG) with maximal sharing, then this can be decided in $O(\|c\|)$ on a RAM. Otherwise, it requires to compute first this representation of $t$, and hence can be computed in time at most $O(\|t\| \log \|t\|+$ $\|c\|)$.

$$
{ }^{1} s^{n}(0) \text { denotes } \underbrace{s(\ldots s}_{n}(0)
$$

¿From now on, we assume, for complexity analysis, that the terms are represented with maximal sharing in such a way that checking an equality or a disequality constraint on $t$ can be completed in a time which is independent of $\|t\|$.

The size of an automaton $\mathcal{A} \in A W E D C$ is

$$
\|\mathcal{A}\| \stackrel{\text { def }}{=}|Q|+\sum_{f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c} q \in \Delta} n+2+\|c\|
$$

An automaton $\mathcal{A}$ in AWEDC is deterministic if for every $t \in T(\mathcal{F})$, there is at most one state $q$ such that $t \underset{\mathcal{A}}{*} q$. It is complete if for every $t \in T(\mathcal{F})$ there is at least one state $q$ such that $t \underset{\mathcal{A}}{*} q$.

When every constraint is a tautology, then our definition of automata reduces to the definition of Chapter 1. However, in such a case, the notions of determinacy do not fully coincide, as noticed in Chapter 1, page 21.

Proposition 18. Given $t \in T(\mathcal{F})$ and $\mathcal{A} \in A W E D C$, deciding whether $t$ is accepted by $\mathcal{A}$ can be completed in polynomial time (linear time for a deterministic automaton).

Proof. Because of the DAG representation of $t$, the satisfaction of a constraint $\pi=\pi^{\prime}$ on $t$ can be completed in time $O\left(|\pi|+\left|\pi^{\prime}\right|\right)$. Thus, if $\mathcal{A}$ is deterministic, the membership test can be performed in time $O(\|t\|+\|\mathcal{A}\|+M C)$ where $M C=\max (\|c\| \mid c$ is a constraint of a rule of $\mathcal{A})$. If $\mathcal{A}$ is nondeterministic, the complexity of the algorithm will be $O(\|t\| \times\|\mathcal{A}\| \times M C)$.

### 4.2.2 Reducing Non-determinism and Closure Properties

Proposition 19. For every automaton $\mathcal{A} \in A W E D C$, there is a complete automaton $\mathcal{A}^{\prime}$ which accepts the same language as $\mathcal{A}$. The size $\left\|\mathcal{A}^{\prime}\right\|$ is polynomial in $\|\mathcal{A}\|$ and the computation of $\mathcal{A}^{\prime}$ can be performed in polynomial time (for a fixed alphabet). If $\mathcal{A}$ is deterministic, then $\mathcal{A}^{\prime}$ is deterministic.

Proof. The proof is the same as for Theorem 2: we add a trash state and every transition is possible to the trash state. However, this does not keep the determinism of the automaton. We need the following more careful computation in order to preserve the determinism.

We also add a single trash state $q_{\perp}$. The additional transitions are computed as follows: for each function symbol $f \in \mathcal{F}$ and each tuple of states (including the trash state) $q_{1}, \ldots, q_{n}$, if there is no transition $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c} q \in \Delta$, then we simply add the rule $f\left(q_{1}, \ldots, q_{n}\right) \rightarrow q_{\perp}$ to $\Delta$. Otherwise, let $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c_{i}} s_{i}$ ( $i=1, . . m$ ) be all rules in $\Delta$ whose left member is $f\left(q_{1}, \ldots, q_{n}\right)$. We add the rule $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c^{\prime}} q_{\perp}$ to $\Delta$, where $c^{\prime} \stackrel{\text { def }}{=} \neg \bigvee_{i=1}^{m} c_{i}$.
Proposition 20. For every automaton $\mathcal{A} \in A W E D C$, there is a deterministic automaton $\mathcal{A}^{\prime}$ which accepts the same language as $\mathcal{A}$. $\mathcal{A}^{\prime}$ can be computed in exponential time and its size is exponential in the size of $\mathcal{A}$. Moreover, if $\mathcal{A}$ is complete, then $\mathcal{A}^{\prime}$ is complete.

Proof. The construction is the same as in Theorem 4: states of $\mathcal{A}^{\prime}$ are sets of states of $\mathcal{A}$. Final states of $\mathcal{A}^{\prime}$ are those which contain at least one final state of $\mathcal{A}$. The construction time complexity as well as the size $\mathcal{A}^{\prime}$ are also of the same magnitude as in Theorem 4. The only difference is the computation of the constraint: if $S_{1}, \ldots, S_{n}, S$ are sets of states, in the deterministic automaton, the rule $f\left(S_{1}, \ldots, S_{n}\right) \xrightarrow{c} S$ is labeled by a constraint $c$ defined by:

$$
c=\left(\bigwedge_{q \in S} \bigvee_{\substack{f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c_{r}} \\ q_{i} \in S_{i} i \leq n}} c_{q \in \Delta} \bigwedge_{q \neq S}^{\substack{f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c_{r}} q \in \Delta \\ q_{i} \in S_{i} i \leq n}}{\left.\neg c_{r}\right)}\right.
$$

Let us prove that $t$ is accepted by $\mathcal{A}$ in states $q_{1}, \ldots, q_{k}$ (and no other states) if and only if there $t$ is accepted by $\mathcal{A}^{\prime}$ in the state $\left\{q_{1}, \ldots, q_{k}\right\}$ :
$\Rightarrow$ Assume that $t \xrightarrow[\mathcal{A}]{n} q_{i}\left(\right.$ i.e.t $\underset{\mathcal{A}}{*} q_{i}$ in $n$ steps $)$, for $i=1, \ldots, k$. We prove, by induction on $n$, that

$$
t \xrightarrow[\mathcal{A}^{\prime}]{n}\left\{q_{1}, \ldots, q_{k}\right\} .
$$

If $n=1$, then $t$ is a constant and $t \rightarrow S$ is a rule of $\mathcal{A}^{\prime}$ where $S=$ $\{q \mid a \underset{\mathcal{A}}{\longrightarrow} q\}$.
Assume now that $n>1$. Let, for each $i=1, \ldots, k$,

$$
t=f\left(t_{1}, \ldots, t_{p}\right) \xrightarrow[\mathcal{A}]{m} f\left(q_{1}^{i}, \ldots, q_{p}^{i}\right) \underset{\mathcal{A}}{\longrightarrow} q_{i}
$$

and $f\left(q_{1}^{i}, \ldots, q_{p}^{i}\right) \xrightarrow{c_{i}} q_{i}$ be a rule of $\mathcal{A}$ such that $t \models c_{i}$. By induction hypothesis, each term $t_{j}$ is accepted by $\mathcal{A}^{\prime}$ in the states of a set $S_{j} \supseteq$ $\left\{q_{j}^{1}, \ldots, q_{j}^{k}\right\}$. Moreover, by definition of $S=\left\{q_{1}, \ldots, q_{k}\right\}$, if $t \xrightarrow[\mathcal{A}]{*} q^{\prime}$ then $q^{\prime} \in S$. Therefore, for every transition rule of $\mathcal{A} f\left(q_{1}^{\prime}, \ldots, q_{p}^{\prime}\right) \xrightarrow{c^{\prime}} q^{\prime}$ such that $q^{\prime} \notin S$ and $q_{j} \in S_{j}$ for every $j \leq p$, we have $t \not \vDash c^{\prime}$. Then $t$ satisfies the above defined constraint $c$.
$\Leftarrow$ Assume that $t \underset{\mathcal{A}^{\prime}}{n} S$. We prove by induction on $n$ that, for every $q \in S$, $t \xrightarrow[\mathcal{A}]{n} q$.
If $n=1$, then $S$ is the set of states $q$ such that $t \underset{\mathcal{A}}{\longrightarrow} q$, hence the property. Assume now that

$$
t=f\left(t_{1}, \ldots, t_{p}\right) \xrightarrow[\mathcal{A}^{\prime}]{n} f\left(S_{1}, \ldots, S_{p}\right) \xrightarrow[\mathcal{A}^{\prime}]{\longrightarrow} S
$$

Let $f\left(S_{1}, \ldots, S_{p}\right) \xrightarrow{c} S$ be the last rule used in this reduction. Then $t \models c$ and, by definition of $c$, for every state $q \in S$, there is a rule $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c_{r}} q \in \Delta$ such that $q_{i} \in S_{i}$ for every $i \leq n$ and $t \models c_{r}$. By induction hypothesis, for each $i, t_{i} \xrightarrow[\mathcal{A}^{\prime}]{m_{i}} S_{i}$ implies $t_{i} \xrightarrow[\mathcal{A}]{m_{i}} q_{i}\left(m_{i}<n\right)$ and hence $t \xrightarrow[\mathcal{A}]{n} f\left(q_{1}, \ldots, q_{p}\right) \underset{\mathcal{A}}{\longrightarrow} q$.

Thus, by construction of the final states set, a ground term $t$ is accepted by $\mathcal{A}^{\prime}$ iff $t$ is accepted by $\mathcal{A}$.

Now, we have to prove that $\mathcal{A}^{\prime}$ is deterministic indeed. Assume that $t \underset{\mathcal{A}}{*}$ ' $S$ and $t \underset{\mathcal{A}^{\prime}}{*} S^{\prime}$. Assume moreover that $S \neq S^{\prime}$ and that $t$ is the smallest term (in size) with the property of being recognized in two different states. Then there exists $S_{1}, \ldots, S_{n}$ such that $t \xrightarrow[\mathcal{A}^{\prime}]{*} f\left(S_{1}, \ldots, S_{n}\right)$ and such that $f\left(S_{1}, \ldots, S_{n}\right) \xrightarrow{c} S$ and $f\left(S_{1}, \ldots, S_{n}\right) \xrightarrow{c^{\prime}} S^{\prime}$ are transition rules of $\mathcal{A}^{\prime}$, wit $t \models c$ and $t \models c^{\prime}$. By symmetry, we may assume that there is a state $q \in S$ such that $q \notin S^{\prime}$. Then, by definition, there are some states $q_{i} \in S_{i}$, for every $i \leq n$, and a rule $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c_{r}} q$ of $\mathcal{A}$ where $c_{r}$ occurs positively in $c$, and is therefore satisfied by $t, t \models c_{r}$. By construction of the constraint of $\mathcal{A}^{\prime}, c_{r}$ must occur negatively in the second part of (the conjunction) $c^{\prime}$. Therefore, $t \models c^{\prime}$ contradicts $t \models c_{r}$.

Example 39. Consider the following automaton on the alphabet $\mathcal{F}=\{a, f\}$ where $a$ is a constant and $f$ is a binary symbol: $Q=\left\{q, q_{\perp}\right\}, Q_{f}=\{q\}$ and $\Delta$ contains the following rules:

$$
\begin{array}{clr}
a \rightarrow q & f(q, q) \xrightarrow{1=2} q & f(q, q) \rightarrow q_{\perp} \\
f\left(q_{\perp}, q\right) \rightarrow q_{\perp} & f\left(q, q_{\perp}\right) \rightarrow q_{\perp} & f\left(q_{\perp}, q_{\perp}\right) \rightarrow q_{\perp}
\end{array}
$$

This is the (non-deterministic) complete version of the automaton of Example 37.

Then the deterministic automaton computed as in the previous proposition is given by:

$$
\begin{array}{cc}
a \rightarrow\{q\} & f(\{q\},\{q\}) \xrightarrow{l=2 \wedge \perp}\{q\} \\
f(\{q\},\{q\}) \xrightarrow{l=2}\left\{q, q_{\perp}\right\} & f(\{q\},\{q\}) \xrightarrow{l \neq 2}\left\{q_{\perp}\right\} \\
f\left(\{q\},\left\{q_{\perp}\right\}\right) \rightarrow\left\{q_{\perp}\right\} & f\left(\left\{q_{\perp}\right\},\{q\}\right) \rightarrow\left\{q_{\perp}\right\} \\
f\left(\left\{q_{\perp}\right\},\left\{q_{\perp}\right\}\right) \rightarrow\left\{q_{\perp}\right\} & f\left(\left\{q, q_{\perp}\right\},\{q\}\right) \xrightarrow{l=2 \wedge \perp}\{q\} \\
f\left(\left\{q, q_{\perp}\right\},\{q\}\right) \xrightarrow{1=2}\left\{q, q_{\perp}\right\} & f\left(\left\{q, q_{\perp}\right\},\left\{q_{\perp}\right\}\right) \rightarrow\left\{q_{\perp}\right\} \\
f\left(\left\{q, q_{\perp}\right\},\left\{q, q_{\perp}\right\}\right) \xrightarrow{1=2}\left\{q, q_{\perp}\right\} & f\left(\left\{q, q_{\perp}\right\},\{q\}\right) \xrightarrow{l \neq 2}\left\{q_{\perp}\right\} \\
f\left(\{q\},\left\{q, q_{\perp}\right\}\right) \xrightarrow{1=2}\left\{q, q_{\perp}\right\} & f\left(\{q\},\left\{q, q_{\perp}\right\}\right) \xrightarrow{l \neq 2}\left\{q_{\perp}\right\} \\
f\left(\left\{q, q_{\perp}\right\},\{q\}\right) \xrightarrow{l \neq 2}\left\{q_{\perp}\right\} & f\left(\{q\},\left\{q, q_{\perp}\right\}\right) \xrightarrow{1=2 \wedge \perp}\{q\} \\
f\left(\left\{q, q_{\perp}\right\},\left\{q, q_{\perp}\right\}\right) \xrightarrow{1=2 \wedge \perp}\{q\} & f\left(\left\{q_{\perp}\right\},\left\{q, q_{\perp}\right\}\right) \rightarrow\left\{q_{\perp}\right\}
\end{array}
$$

For instance, the constraint $1=2 \wedge \perp$ is obtained by the conjunction of the label of $f(q, q) \xrightarrow{1=2} q$ and the negation of the constraint labelling $f(q, q) \rightarrow q_{\perp}$, (which is $T$ ).

Some of the constraints, such as $1=2 \wedge \perp$ are unsatisfiable, hence the corresponding rules can be removed. If we finally rename the two accepting states $\{q\}$ and $\left\{q, q_{\perp}\right\}$ into a single state $q_{f}$ (this is possible since by replacing one of these states by the other in any left hand side of a transition rule, we get
another transition rule), then we get a simplified version of the deterministic automaton:

$$
\begin{array}{cl}
a \rightarrow q_{f} & f\left(q_{f}, q_{f}\right) \xrightarrow{1=2} q_{f} \\
f\left(q_{f}, q_{f}\right) \xrightarrow{1 \neq 2} q_{\perp} & f\left(q_{\perp}, q_{f}\right) \rightarrow q_{\perp} \\
f\left(q_{f}, q_{\perp}\right) \rightarrow q_{\perp} & f\left(q_{\perp}, q_{\perp}\right) \rightarrow q_{\perp}
\end{array}
$$

Proposition 21. The class $A W E D C$ is effectively closed by all Boolean operations. Union requires linear time, intersection requires quadratic time and complement requires exponential time. The respective sizes of the AWEDC obtained by these construction are of the same magnitude as the time complexity.

Proof. The proof of this proposition can be obtained from the proof of Theorem 5 (Chapter 1, pages 28-29) with straightforward modifications. The only difference lies in the product automaton for the intersection: we have to consider conjunctions of constraints. More precisely, if we have two AWEDC $\mathcal{A}_{1}=\left(Q_{1}, \mathcal{F}, Q_{f 1}, \Delta_{1}\right)$ and $\mathcal{A}_{1}=\left(Q_{2}, \mathcal{F}, Q_{f 2}, \Delta_{2}\right)$, we construct an AWEDC $\mathcal{A}=\left(Q_{1} \times Q_{2}, \mathcal{F}, Q_{f 1} \times Q_{f 2}, \Delta\right)$ such that if $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c} q \in \Delta_{1}$ and $f\left(q_{1}^{\prime}, \ldots, q_{n}^{\prime}\right) \xrightarrow{c^{\prime}} q^{\prime} \in \Delta_{2}$, then $f\left(\left(q_{1}, q_{1}^{\prime}\right), \ldots,\left(q_{n}, q_{n}^{\prime}\right)\right) \xrightarrow{c \wedge c^{\prime}}\left(q, q^{\prime}\right) \in \Delta$. The AWEDC $\mathcal{A}$ recognizes $L\left(\mathcal{A}_{1}\right) \cap L\left(\mathcal{A}_{2}\right)$.

### 4.2.3 Undecidability of Emptiness

Theorem 32. The emptiness problem for $A W E D C$ is undecidable.

Proof. We reduce the Post Correspondence Problem (PCP). If $w_{1}, \ldots, w_{n}$ and $w_{1}^{\prime}, \ldots, w_{n}^{\prime}$ are the word sequences of the PCP problem over the alphabet $\{a, b\}$, we let $\mathcal{F}$ contain $h$ (ternary), $a, b$ (unary) and 0 (constant). Lets recall that the answer for the above instance of the PCP is a sequence $i_{1}, \ldots, i_{p}$ (which may contain some repetitions) such that $w_{i_{1}} \ldots w_{i_{p}}=w_{i_{1}}^{\prime} \ldots w_{i_{p}}^{\prime}$.

If $w \in\{a, b\}^{*}, w=a_{1} \ldots a_{k}$ and $t \in T(\mathcal{F})$, we write $w(t)$ the term $a_{1}\left(\ldots\left(a_{k}(t)\right) \ldots\right) \in$ $T(\mathcal{F})$.

Now, we construct $\mathcal{A}=\left(Q, \mathcal{F}, Q_{f}, \Delta\right) \in A W E D C$ as follows:

- $Q$ contains a state $q_{v}$ for each prefix $v$ of one of the words $w_{i}, w_{i}^{\prime}$ (including $q_{w_{i}}$ and $q_{w_{i}^{\prime}}$ as well as 3 extra states: $q_{0}, q$ and $q_{f}$. We assume that $a$ and $b$ are both prefix of at least one of the words $w_{i}, w_{i}^{\prime} . Q_{f}=\left\{q_{f}\right\}$.
- $\Delta$ contains the following rules:

$$
\left.\begin{array}{rl}
a\left(q_{0}\right) & \rightarrow q_{a} \\
a\left(q_{v}\right) & \rightarrow q_{a \cdot v} \\
b\left(q_{0}\right) & \rightarrow q_{b} \\
q_{v}, q_{a \cdot v} \in Q \\
a\left(q_{w_{i}}\right) & \rightarrow q_{b \cdot v} \\
a\left(q_{a}\right. & \\
\text { if } q_{v}, q_{b \cdot v} \in Q \\
a\left(q_{w_{i}^{\prime}}\right) & \rightarrow q_{a}
\end{array} \quad b\left(q_{w_{i}}\right) \rightarrow q_{b}\right) \rightarrow q_{b}
$$

$\Delta$ also contains the rules:

$$
\begin{array}{rcl}
0 & \rightarrow & q_{0} \\
h\left(q_{0}, q_{0}, q_{0}\right) & \rightarrow & q \\
h\left(q_{w_{i}}, q, q_{w_{i}^{\prime}}\right) & \xrightarrow{1 \cdot 1^{\left|w_{i}\right|}=2 \cdot 1 \wedge 3 \cdot 1^{\left|w_{i}^{\prime}\right|}=2 \cdot 3} & q \\
h\left(q_{w_{i}}, q, q_{w_{i}^{\prime}}\right) & \xrightarrow{1 \cdot 1^{\left|w_{i}\right|}=2 \cdot 1 \wedge 3 \cdot 1^{\left|w_{i}^{\prime}\right|} \wedge 1=3} & q_{f}
\end{array}
$$

The rule with left member $h\left(q_{0}, q_{0}, q_{0}\right)$ recognizes the beginning of a Post sequence. The rules with left members $h\left(q_{w_{i}}, q \cdot q_{w_{i}^{\prime}}\right)$ ensure that we are really in presence of a successor in the PCP sequences: the constraint expresses that the subterm at position 1 is obtained by concatenating some $w_{i}$ with the term at position $2 \cdot 1$ and that the subterm at position 3 is obtained by concatenating $w_{i}^{\prime}$ (with the same index $i$ ) with the subterm at position $2 \cdot 3$. Finally, entering the final state is subject to the additional constraint $1=3$. This last constraint expresses that we went thru two identical words with the $w_{i}$ sequences and the $w_{i}^{\prime}$ sequences respectively. (See Figure 4.2).

The details that this automaton indeed accepts the solutions of the PCP are left to the reader.

Then the language accepted by $\mathcal{A}$ is empty if and only if the PCP has a solution. Since PCP is undecidable, emptiness of $\mathcal{A}$ is also undecidable.

### 4.3 Automata with Constraints Between Brothers

The undecidability result of the previous section led to look for subclasses which have the desired closure properties, contain (properly) the classical tree automata and still keep the decidability of emptiness. This is the purpose of the class AWCBB:

An automaton $\mathcal{A} \in A W E D C$ is an automaton with constraints between brothers if every equality (resp disequality) constraint has the form $i=j$ (resp. $i \neq j$ ) where $i, j \in \mathbb{N}_{+}$.

AWCBB is the set automata with constraints between brothers.

Example 40. The set of terms $\{f(t, t) \mid t \in T(\mathcal{F})\}$ is accepted by an automaton of the class AWCBB, because the automaton of Example 37 is in AWCBB indeed.

### 4.3.1 Closure Properties

Proposition 22. $A W C B B$ is a stable subclass of $A W E D C$ w.r.t.Boolean operations (union, intersection, complementation).

Proof. It is sufficient to check that the constructions of Proposition 21 preserve the property of being a member of AWCBB.


Figure 4.2: An automaton in AWEDC accepting the solutions of PCP

Recall that the time complexity of each such construction is the same in AWEDC and in the unconstrained case: union and intersection are polynomial, complementation requires determinization and is exponential.

### 4.3.2 Emptiness Decision

To decide emptiness we would like to design for instance a "cleaning algorithm" as in Theorem 11. As in this result, the correctness and completeness of the marking technique relies on a pumping lemma. Is there an analog of Lemma 1 in the case of automata of the class AWCBB?

There are additional difficulties. For instance consider the following example.

Example 41. $\mathcal{A}$ contains only one state and the rules

$$
\begin{array}{rll}
a & \rightarrow q \\
b & \rightarrow q
\end{array} \quad f(q, q) \quad \xrightarrow{1 \neq 2} \quad q
$$

Now consider the term $f(f(a, b), b)$ which is accepted by the automaton. $f(a, b)$ and $b$ yield the same state $q$. Hence, for a classical finite tree automaton, we may replace $f(a, b)$ with $b$ and still get a term which is accepted by $\mathcal{A}$. This is not the case here since, replacing $f(a, b)$ with $b$ we get the term $f(b, b)$ which is not accepted. The reason of this phenomenon is easy to understand: some constraint which was satisfied before the pumping is no longer valid after the pumping.

Hence the problem is to preserve the satisfaction of constraints along term replacements. First, concerning equality constraints, we may see the terms as DAGs in which each pair of subterms which is checked for equality is considered as a single subterm referenced in two different ways. Then replacing one of its occurrences automatically replaces the other occurrences and preserves the equality constraints. This is what is formalized below.

Preserving the equality constraints. Let $t$ be a term accepted by the automaton $\mathcal{A}$ in AWCBB. Let $\rho$ be a run of the automaton on $t$. With every position $p$ of $t$, we associate the conjunction $\operatorname{cons}(p)$ of atomic (equality or disequality) constraints that are checked by $\rho(p)$ and satisfied by $t$. More precisely: let $\rho(p)=f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c^{\prime}} q ; \operatorname{cons}(p) \stackrel{\text { def }}{=} \operatorname{decomp}\left(c^{\prime}, p\right)$ where $\operatorname{decomp}\left(c^{\prime}, p\right)$ is recursively defined by: $\operatorname{decomp}(T, p) \stackrel{\text { def }}{=} T, \operatorname{decomp}\left(c_{1} \wedge c_{2}, p\right) \stackrel{\text { def }}{=}$ $\operatorname{decomp}\left(c_{1}, p\right) \wedge \operatorname{decomp}\left(c_{2}, p\right)$ and $\operatorname{decomp}\left(c_{1} \vee c_{2}, p\right)=\operatorname{decomp}\left(c_{1}, p\right)$ if $\left.t\right|_{p} \models c_{1}$, $\operatorname{decomp}\left(c_{1} \vee c_{2}, p\right)=\operatorname{decomp}\left(c_{2}, p\right)$ otherwise. We can show by a simple induction that $\left.t\right|_{p} \models \operatorname{cons}(p)$.

Now, we define the equivalence relation $=_{t}$ on the set of positions of $t$ as the least equivalence relation such that:

- if $i=j \in \operatorname{cons}(p)$, then $p \cdot i={ }_{t} p \cdot j$
- if $p={ }_{t} p^{\prime}$ and $p \cdot \pi \in \mathcal{P o s}(t)$, then $p \cdot \pi={ }_{t} p^{\prime} \cdot \pi$

Note that in the last case, we have $p^{\prime} \cdot \pi \in \mathcal{P} o s(t)$. Of course, if $p={ }_{t} p^{\prime}$, then $\left.t\right|_{p}=\left.t\right|_{p^{\prime}}$ (but the converse is not necessarily true). Note also (and this is a property of the class AWCBB) that $p={ }_{t} p^{\prime}$ implies that the lengths of $p$ and $p^{\prime}$ are the same, hence, if $p \neq p^{\prime}$, they are incomparable w.r.t.the prefix ordering. We can also derive from this remark that each equivalence class is finite (we may assume that each equality constraint of the form $i=i$ has been replaced by $T$ ).

Example 42. Consider the automaton whose transition rules are:

$$
\begin{array}{rcllllll}
r 1: & f(q, q) & \rightarrow & q & r 2: & a & \rightarrow & q \\
r 3: & f(q, q) & \xrightarrow{1=2} & q_{f} & r 4: & b & \rightarrow & q \\
r 5: & f\left(q, q_{f}\right) & \rightarrow & q_{f} & r 6: & f\left(q_{f}, q\right) & \rightarrow & q_{f} \\
r 7: & f\left(q, q_{f}\right) & \rightarrow & q & r 8: & f\left(q_{f}, q\right) & \rightarrow & q
\end{array}
$$

Let $t=f(b, f(f(f(a, a), f(a, b)), f(f(a, a), f(a, b))))$. A possible run of $\mathcal{A}$ on $t$ is $r 5(r 4, r 3(r 1(r 1(r 2, r 2), r 1(r 2, r 5)), r 8(r 3(r 2, r 2), r 1(r 2, r 5))))$ Equivalence classes of positions are:

$$
\begin{aligned}
& \{\Lambda\},\{1\},\{2\},\{21,22\},\{211,221\},\{212,222\}, \\
& \{2111,2211,2112,2212\},\{2121,2221\},\{2122,2222\}
\end{aligned}
$$

Let us recall the principle of pumping, for finite bottom-up tree automata (see Chapter 1). When a ground term $C\left[C^{\prime}[t]\right]\left(C\right.$ and $C^{\prime}$ are two contexts) is such that $t$ and $C^{\prime}[t]$ are accepted in the same state by a NFTA $\mathcal{A}$, then every term $C\left[C^{\prime n}[t]\right](n \geq 0)$ is accepted by $\mathcal{A}$ in the same state as $C\left[C^{\prime}[t]\right]$. In other words, any $C\left[C^{\prime n}[t]\right] \in L(\mathcal{A})$ may be reduced by pumping it up to the term $C[t] \in L(\mathcal{A})$. We consider here a position $p$ (corresponding to the term $\left.C^{\prime}[t]\right)$ and its equivalence class $\llbracket p \rrbracket$ modulo $={ }_{t}$. The simultaneous replacement on $\llbracket p \rrbracket$ with $t$ in $u$, written $u[t]_{\llbracket p \rrbracket}$, is defined as the term obtained by successively replacing the subterm at position $p^{\prime}$ with $t$ for each position $p^{\prime} \in \llbracket p \rrbracket$. Since any two positions in $\llbracket p \rrbracket$ are incomparable, the replacement order is irrelevant. Now, a pumping is a pair $\left(C\left[C^{\prime}[t]\right]_{p}, C\left[C^{\prime n}[t]\right]_{\llbracket p \rrbracket}\right)$ where $C^{\prime}[t]$ and $t$ are accepted in the same state.

Preserving the disequality constraints. We have seen on Example 41 that, if $t$ is accepted by the automaton, replacing one of its subterms, say $u$, with a term $v$ accepted in the same state as $u$, does not necessary yield an accepted term. However, the idea is now that, if we have sufficiently many such candidates $v$, at least one of the replacements will keep the satisfaction of disequality constraints.

This is the what shows the following lemma which states that minimal accepted terms cannot contain too many subterms accepted in the same state.

Lemma 5. Given any total simplification ordering, a minimal term accepted by a deterministic automaton in $A W C B B$ contains at most $|Q| \times N$ distinct subterms where $N$ is the maximal arity of a function symbol and $|Q|$ is the number of states of the automaton.


Figure 4.3: Constructing a smaller term accepted by the automaton

Proof. If $\rho$ is a run, let $\tau \rho$ be the mapping from positions to states such that $\tau \rho(p)$ is the target state of $\rho(p)$.

If $t$ is accepted by the automaton (let $\rho$ be a successful run on $t$ ) and contains at least $1+|Q| \times N$ distinct subterms, then there are at least $N+1$ positions $p_{1}, \ldots, p_{N+1}$ such that $\tau \rho\left(p_{1}\right)=\ldots=\tau \rho\left(p_{N+1}\right)$ and $\left.t\right|_{p_{1}}, \ldots,\left.t\right|_{p_{N+1}}$ are distinct. Assume for instance that $\left.t\right|_{p_{N+1}}$ is the largest term (in the given total simplification ordering) among $\left.t\right|_{p_{1}}, \ldots,\left.t\right|_{p_{N+1}}$. We claim that one of the terms $v_{i} \stackrel{\text { def }}{=} t\left[\left.t\right|_{p_{i}}\right]_{\llbracket p_{N+1} \rrbracket}(i \leq N)$ is accepted by the automaton.

For each $i \leq N$, we may define unambiguously a tree $\rho_{i}$ by: $\rho_{i}=\rho\left[\left.\rho\right|_{p_{i}}\right]_{\llbracket p_{N+1} \rrbracket}$.
First, note that, by determinacy, for each position $p \in \llbracket p_{N+1} \rrbracket, \tau \rho(p)=$ $\tau \rho\left(p_{N+1}\right)=\tau \rho\left(p_{i}\right)$. To show that there is a $\rho_{i}$ which is a run, it remains to find a $\rho_{i}$ the constraints of which are satisfied. Equality constraints of any $\rho_{i}$ are satisfied, from the construction of the equivalence classes (details are left to the reader).

Concerning disequality constraints, we choose $i$ in such a way that all subterms at brother positions of $p_{N+1}$ are distinct from $\left.t\right|_{p_{i}}$ (this choice is possible since $N$ is the maximal arity of a function symbol and there are $N$ distinct candidates). We get a replacement as depicted on Figure 4.3.

Let $p_{N+1}=\pi \cdot k$ where $k \in \mathbb{N}\left(\pi\right.$ is the position immediately above $\left.p_{N+1}\right)$. Every disequality in $\operatorname{cons}(\pi)$ is satisfied by choice of $i$. Moreover, if $p^{\prime} \in \llbracket p_{N+1} \rrbracket$ and $p^{\prime}=\pi^{\prime} \cdot k^{\prime}$ with $k^{\prime} \in \mathbb{N}$, then every disequality in mathitcons $\left(\pi^{\prime}\right)$ is satisfied since $\left.v_{i}\right|_{\pi}=\left.v_{i}\right|_{\pi^{\prime}}$.

Hence we constructed a term which is smaller than $t$ and which is accepted by the automaton. This yields the lemma.

Theorem 33. Emptiness can be decided in polynomial time for deterministic automata in $A W C B B$.

Proof. The basic idea is that, if we have enough distinct terms in states $q_{1}, \ldots, q_{n}$, then the transition $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c} q$ is possible. Use a marking algorithm (as
in Theorem 3) and keep for each state the terms that are known to be accepted in this state. It is sufficient to keep at most $N$ terms in each state ( $N$ is the maximal arity of a function symbol) according to Lemma 5 and the determinacy hypothesis (terms in different states are distinct). More precisely, we use the following algorithm:
input: $\operatorname{AWCBB} \mathcal{A}=\left(Q, \mathcal{F}, Q_{f}, \Delta\right)$ begin

- Marked is a mapping which associates each state with a set of terms accepted in that state.

Set Marked to the function which maps each state to the $\emptyset$ repeat

Set $\operatorname{Marked}(q)$ to $\operatorname{Marked}(q) \cup\{t\}$ where
$f \in \mathcal{F}_{n}, t_{1} \in \operatorname{Marked}\left(q_{1}\right), \ldots, t_{n} \in \operatorname{Marked}\left(q_{n}\right)$, $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c} q \in \Delta$, $t=f\left(t_{1}, \ldots, t_{n}\right)$ and $t \models c$, $|\operatorname{Marked}(q)| \leq N-1$,
until no term can be added to any $\operatorname{Marked}(q)$
output: true if, for every state $q_{f} \in Q_{f}, \operatorname{Marked}\left(q_{f}\right)=\emptyset$.
end

Complexity. For non-deterministic automata, an exponential time algorithm is derived from Proposition 20 and Theorem 33. Actually, in the non-deterministic case, the problem is EXPTIME-complete.

We may indeed reduce the following problem which is known to be EXPTIMEcomplete to non-emptiness decision for nondeterministic AWCBB.
Instance $n$ tree automata $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ over $\mathcal{F}$.
Answer "yes" iff the intersection the respective languages recognized by $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ is not empty.

We may assume without loss of generality that the states sets of $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ (called respectively $Q_{1}, \ldots, Q_{n}$ ) are pairwise disjoint, and that every $\mathcal{A}_{i}$ has a single final state called $q_{i}^{f}$. We also assume that $n=2^{k}$ for some integer $k$. If this is not the case, let $k$ be the smallest integer $i$ such that $n<2^{i}$ and let $n^{\prime}=2^{k}$. We consider a second instance of the above problem: $\mathcal{A}^{\prime}{ }_{1}, \ldots, \mathcal{A}^{\prime}{ }_{n}{ }^{\prime}$ where
$\mathcal{A}^{\prime}{ }_{i}=\mathcal{A}_{i}$ for each $i \leq n$.

$$
\mathcal{A}_{i}^{\prime}=(\{q\}, \mathcal{F},\{q\},\{f(q, \ldots, q) \rightarrow q \mid f \in \mathcal{F}\}) \text { for each } n<i \leq n^{\prime}
$$

Note that the tree automaton in the second case is universal, i.e.it accepts every term of $T(\mathcal{F})$. Hence, the answer is "yes" for $\mathcal{A}^{\prime}{ }_{1}, \ldots, \mathcal{A}^{\prime}{ }_{n^{\prime}}$ iff it is "yes" for $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$.

Now, we add a single new binary symbol $g$ to $\mathcal{F}$, getting $\mathcal{F}^{\prime}$, and consider the following AWCBB $\mathcal{A}$ :

$$
\mathcal{A}=\left(\bigcup_{i=1}^{n} Q_{i} \uplus\left\{q_{1}, \ldots, q_{n-1}\right\}, \mathcal{F}^{\prime},\left\{q_{1}\right\}, \Delta\right)
$$

where $q_{1}, \ldots, q_{2 n-1}$ are new states, and the transition of $\Delta$ are:
every transition rule of $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$ is a transition rule of $\mathcal{A}$,
for each $i<\frac{n}{2}, g\left(q_{2 i}, q_{2 i+1}\right) \xrightarrow{1=2} q_{i}$ is a transition rule of $\mathcal{A}$,
for each $i, \frac{n}{2} \leq i<n-1, g\left(q_{2 i}^{f}, q_{2 i+1}^{f}\right) \xrightarrow{1=2} q_{i}$ is a transition rule of $\mathcal{A}$.
Note that $\mathcal{A}$ is non-deterministic, even if every $\mathcal{A}_{i}$ is deterministic.
We can show by induction on $k\left(n=2^{k}\right)$ that the answer to the above problem is "yes" iff the language recognized by $\mathcal{A}$ is not empty. Moreover, the size of $\mathcal{A}$ si linear in the size of the initial problem and $\mathcal{A}$ is constructed in a time which is linear in his size. This proves the EXPTIME-hardness of emptiness decision for AWCBB.

### 4.3.3 Applications

The main difference between AWCBB and NFTA is the non-closure of AWCBB under projection and cylindrification. Actually, the shift from automata on trees to automata on tuples of trees cannot be extended to the class AWCBB.

As long as we are interested in automata recognizing sets of trees, all results on NFTA (and all applications) can be extended to the class AWCBB (with an bigger complexity). For instance, Theorem 26 (sort constraints) can be extended to interpretations of sorts as languages accepted by AWCBB. Proposition 15 (encompassment) can be easily generalized to the case of non-linear terms in which non-linearities only occur between brother positions, provided that we replace NFTA with AWCBB. Theorem 27 can also be generalized to the reducibility theory with predicates $\unlhd_{t}$ where $t$ is non-linear terms, provided that non-linearities in $t$ only occur between brother positions.

However, we can no longer invoke an embedding into WSkS. The important point is that this theory only requires the weak notion of recognizability on tuples ( $R e c_{\times}$). Hence we do not need automata on tuples, but only tuples of automata. As an example of application, we get a decision algorithm for ground reducibility of a term $t$ w.r.t.left hand sides $l_{1}, \ldots, l_{n}$, provided that all non-linearities in $t, l_{1}, \ldots, l_{n}$ occur at brother positions: simply compute the automata $\mathcal{A}_{i}$ accepting the terms that encompass $l_{i}$ and check that $L(\mathcal{A}) \subseteq$ $L\left(\mathcal{A}_{1}\right) \cup \ldots \cup L\left(\mathcal{A}_{n}\right)$.

Finally, the application on reduction strategies does not carry over the case of non-linear terms because there really need automata on tuples.

### 4.4 Reduction Automata

As we have seen above, the first-order theory of finitely many unary encompassment predicates $\unlhd_{t_{1}}, \ldots, \unlhd_{t_{n}}$ (reducibility theory) is decidable when nonlinearities in the terms $t_{i}$ are restricted to brother positions. What happens
when we drop the restrictions and consider arbitrary terms $t_{1}, \ldots, t_{n}, t$ ? It turns out that the theory remains decidable, as we will see. Intuitively, we make impossible counter examples like the one in the proof of Theorem 32 (stating undecidability of the emptiness problem for AWEDC) with an additional condition that using the automaton which accepts the set of terms encompassing $t$, we may only check for a bounded number of equalities along each branch. That is the idea of the next definitions of reduction automata.

### 4.4.1 Definition and Closure Properties

A reduction automaton $\mathcal{A}$ is a member of AWEDC such that there is an ordering on the states of $\mathcal{A}$ such that,

$$
\text { for each rule } f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{\pi_{1}=\pi_{2} \wedge c} q, q \text { is strictly smaller than each }
$$ $q_{i}$.

In case of an automaton with $\epsilon$-transitions $q \rightarrow q^{\prime}$ we also require $q^{\prime}$ to be not larger than $q$.

Example 43. Consider the set of terms on the alphabet $\mathcal{F}=\{a, g\}$ encompassing $g(g(x, y), x)$. It is accepted by the following reduction automaton, the final state of which is $q_{f}$ and $q_{f}$ is minimal in the ordering on states.

$$
\begin{array}{rllrll}
a & \rightarrow & q_{\top} & g\left(q_{\top}, q_{\top}\right) & \rightarrow & q_{g(x, y)} \\
g\left(q_{\top}, q_{g(x, y)}\right) & \rightarrow & q_{g(x, y)} & & & \\
g\left(q_{g(x, y)}, q_{\top}\right) & \xrightarrow{11=2} & q_{f} & g\left(q_{g(x, y)}, q_{\top}\right) & \xrightarrow{11 \neq 2} & q_{g(x, y)} \\
g\left(q_{g(x, y)}, q_{g(x, y)}\right) & \xrightarrow{11=2} & q_{f} & g\left(q_{g(x, y)}, q_{g(x, y)}\right) & \xrightarrow{11 \neq 2} & q_{g(x, y)} \\
g\left(q, q_{f}\right) & \rightarrow & q_{f} & g\left(q_{f}, q\right) & \rightarrow & q_{f} \\
\text { where } q \in\left\{q_{\top}, q_{g(x, y)}, q_{f}\right\} & & & &
\end{array}
$$

This construction can be generalized, along the lines of the proof of Proposition 15 (page 96):

Proposition 23. The set of terms encompassing a term $t$ is accepted by a deterministic and complete reduction automaton. The size of this automaton is polynomial in $\|t\|$ as well as the time complexity for its construction.

As usual, we are now interested in closure properties:
Proposition 24. The class of reduction automata is closed under union and intersection. It is not closed under complementation.

Proof. The constructions for union and intersection are the same as in the proof of Proposition 21, and therefore, the respective time complexity and sizes are the same. The proof that the class of reduction automata is closed under these constructions is left as an exercise. Consider the set $L$ of ground terms on the alphabet $\{a, f\}$ defined by $a \in L$ and for every $t \in L$ which is not $a, t$ has a subterm of the form $f\left(s, s^{\prime}\right)$ where $s \neq s^{\prime}$. The set $L$ is accepted by a (nondeterministic, non-complete) reduction automaton, but its complement is the set of balanced binary trees and it cannot be accepted by a reduction automaton (see Exercise 56).

The weak point is of course the non-closure under complement. Consequently, this is not possible to reduce the non-determinism.

However, we have a weak version of stability:
Proposition 25. - With each reduction automaton, we can associate a complete reduction automaton which accepts the same language. Moreover, this construction preserves the determinism.

- The class of complete deterministic reduction automata is closed under complement.


### 4.4.2 Emptiness Decision

Theorem 34. Emptiness is decidable for the class of reduction automata.
The proof of this result is quite complicated and gives quite high upper bounds on the complexity (a tower of several exponentials). Hence, we are not going to reproduce it here. Let us only sketch how it works, in the case of deterministic reduction automata.

As in Section 4.3.2, we have both to preserve equality and disequality constraints.

Concerning equality constraints, we also define an equivalence relation between positions (of equal subtrees). We cannot claim any longer that two equivalent positions do have the same length. However, some of the properties of the equivalence classes are preserved: first, they are all finite and their cardinal can be bounded by a number which only depends on the automaton, because of the condition with the ordering on states (this is actually not true for the class AWCBB). Then, we can compute a bound $b_{2}$ (which only depends on the automaton) such that the difference of the lengths of two equivalent positions is smaller than $b_{2}$. Nevertheless, as in Section 4.3.2, equalities are not a real problem, as soon as the automaton is deterministic. Indeed, pumping can then be defined on equivalence classes of positions. If the automaton is not deterministic, the problem is more difficult since we cannot guarantee that we reach the same state at two equivalent positions, hence we have to restrict our attention to some particular runs of the automaton.

Handling disequalities requires more care; the number of distinct subterms of a minimal accepted term cannot be bounded as for AWCBB by $|Q| \times N$, where $N$ is the maximal arity of a function symbol. The problem is the possible "overlap" of disequalities checked by the automaton. As in Example 41, a pumping may yield a term which is no longer accepted, since a disequality checked somewhere in the term is no longer satisfied. In such a case, we say that the pumping creates an equality. Then, we distinguish two kinds of equalities created by a pumping: the close equalities and the remote equalities. Roughly, an equality created by a pumping $\left(t[v(u)]_{p}, t[u]_{p}\right)$ is a pair of positions $\left(\pi \cdot \pi_{1}, \pi \cdot \pi_{2}\right)$ of $t[v(u)]_{p}$ which was checked for disequality by the run $\rho$ at position $\pi$ on $t[v(u)]_{p}$ and such that $\left.t[u]_{p}\right|_{\pi \cdot \pi_{1}}=\left.t[u]_{p}\right|_{\pi \cdot \pi_{2}}$ ( $\pi$ is the longest common prefix to both members of the pair). This equality $\left(\pi \cdot \pi_{1}, \pi \cdot \pi_{2}\right)$ is a close equality if $\pi \leq p<\pi \cdot \pi_{1}$ or $\pi \leq p<\pi \cdot \pi_{2}$. Otherwise ( $p \geq \pi \cdot \pi_{1}$ or $p \geq \pi \cdot \pi_{2}$ ), it is a remote equality. The different situations are depicted on Figures 4.4 and 4.5.

One possible proof sketch is


Figure 4.4: A close equality is created


Figure 4.5: A remote equality is created

- First show that it is sufficient to consider equalities that are created at positions around which the states are incomparable w.r.t.>
- Next, show that, for a deep enough path, there is at least one pumping which does not yield a close equality (this makes use of a combinatorial argument; the bound is an exponential in the maximal size of a constraint).
- For remote equalities, pumping is not sufficient. However, if some pumping creates a remote equality anyway, this means that there are "big" equal terms in $t$. Then we switch to another branch of the tree, combining pumping in both subtrees to find one (again using a combinatorial argument) such that no equality is created.

Of course, this is a very sketchy proof. The reader is referred to the bibliography for more information about the proof.

### 4.4.3 Finiteness Decision

The following result is quite difficult to establish. We only mention them for sake of completeness.

Theorem 35. Finiteness of the language is decidable for the class of reduction automata.

### 4.4.4 Term Rewriting Systems

There is a strong relationship between reduction automata and term rewriting. We mention them readers interested in that topic.

Proposition 26. Given a term rewriting system $\mathcal{R}$, the set of ground $\mathcal{R}$-normal forms is recognizable by a reduction automaton, the size of which is exponential in the size of $\mathcal{R}$. The time complexity of the construction is exponential.

Proof. The set of $\mathcal{R}$-reducible ground terms can be defined as the union of sets of ground terms encompassing the left members of rules of $\mathcal{R}$. Thus, by Propositions 23 and 24 the set of $\mathcal{R}$-reducible ground terms is accepted by a deterministic and complete reduction automaton. For the union, we use the product construction, preserving determinism (see the proof of Theorem 5, Chapter 1) with the price of an exponential blowup. The set of ground $\mathcal{R}$-normal forms is the complement of the set of ground $\mathcal{R}$-reducible terms, and it is therefore accepted by a reduction automaton, according to Proposition 25.

Thus, we have the following consequence of Theorems 35 and 34.
Corollary 5. Emptiness and finiteness of the language of ground $\mathcal{R}$-normal forms is decidable for every term rewriting system $\mathcal{R}$.

Let us cite another important result concerning recognizability of sets normal forms.

Theorem 36. The membership of the language of ground normal forms to the class of recognizable tree languages is decidable.

### 4.4.5 Application to the Reducibility Theory

Consider the reducibility theory of Section 3.4.2: there are unary predicate symbols $\unlhd_{t}$ which are interpreted as the set of terms which encompass $t$. However, we accept now non linear terms $t$ as indices.

Propositions 23, and 24, and 25 yield the following result:
Theorem 37. The reducibility theory associated with any sets of terms is decidable.

And, as in the previous chapter, we have, as an immediate corollary:
Corollary 6. Ground reducibility is decidable.

### 4.5 Other Decidable Subclasses

Complexity issues and restricted classes. There are two classes of automata with equality and disequality constraints for which tighter complexity results are known:

- For the class of automata containing only disequality constraints, emptiness can be decided in deterministic exponential time. For any term rewriting system $\mathcal{R}$, the set of ground $\mathcal{R}$-normal forms is still recognizable by an automaton of this subclass of reduction automata.
- For the class of deterministic reduction automata for which the constraints "cannot overlap", emptiness can be decided in polynomial time.

Combination of AWCBB and reduction automata. If you relax the condition on equality constraints in the transition rules of reduction automata so as to allow constraints between brothers, you obtain the biggest known subclass of AWEDC with a decidable emptiness problem.

Formally, these automata, called generalized reduction automata, are members of AWEDC such that there is an ordering on the states set such that,

$$
\begin{aligned}
& \text { for each rule } f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{\pi_{1}=\pi_{2} \wedge c} q, q \text { is a lower bound of }\left\{q_{1}, \ldots, q_{n}\right\} \\
& \text { and moreover, if }\left|\pi_{1}\right|>1 \text { or }\left|\pi_{2}\right|>1 \text {, then } q \text { is strictly smaller than } \\
& \text { each } q_{i} \text {. }
\end{aligned}
$$

The closure and decidability results for reduction automata may be transposed to generalized reduction automata, with though a longer proof for the emptiness decision. Generalized reduction automata can thus be used for the decision of reducibility theory extended by some restricted sort declarations. In this extension, additionally to encompassment predicates $\unlhd_{t}$, we allow a family of unary sort predicates. $\in S$, where $S$ is a sort symbol. But, sort declarations are limited to atoms of the form $t \in S$ where where non linear variables in $t$ only occur at brother positions. This fragment is decidable by an analog of Theorem 37 for generalized reduction automata.

### 4.6 Tree Automata with Arithmetic Constraints

Tree automata deal with finite trees which have a width bounded by the maximal arity of the signature but there is no limitation on the depth of the trees. A natural idea is to relax the restriction on the width of terms by allowing function of variadic arity. This has been considered by several authors for applications to graph theory, typing in object-oriented languages, temporal logic and automated deduction. In these applications, variadic functions are set or multiset constructors in some sense, therefore they enjoy additional properties like associativity and/or commutativity and several types of tree automata have been designed for handling these properties. We describe here a class of tree automata which recognize terms build with usual function symbols and multiset constructors. Therefore, we deal not only with terms, but with so-called flat terms. Equality on these terms is no longer the syntactical identity, but it is extended by the equality of multisets under permutation of their elements. To recognize sets of flat terms with automata, we shall use constrained rules where the constraints are Presburger's arithmetic formulas which set conditions on the multiplicities of terms in multisets. These automata enjoy similar properties to NFTA and are used to test completeness of function definitions and inductive reducibility when associative-commutative functions are involved, provided that some syntactical restrictions hold.

### 4.6.1 Flat Trees

The set of function symbols $\mathcal{G}$ is composed of $\mathcal{F}$, the set of function symbols and of $\mathcal{M}$, the set of function symbols for building multisets. For simplicity we shall assume that there is only one symbol of the latter form, denoted by $\sqcup$ and written as an infix operator. The set of variables is denoted by $\mathcal{X}$. Flat terms are terms generated by the non-terminal $T$ of the following grammar.

$$
\begin{array}{rlr}
N & :=1|2| 3 \ldots & \\
T & :=S \mid U & \text { (flat terms) } \\
S & ::=x \mid f\left(T_{1}, \ldots, T_{n}\right) & \text { (flat terms of sort } \mathcal{F} \text { ) } \\
U & ::=N_{1} \cdot S_{1} \sqcup \ldots \sqcup N_{p} \cdot S_{p} & \text { (flat terms of sort } \sqcup \text { ) }
\end{array}
$$

where $x \in \mathcal{X}, n \geq 0$ is the arity of $f, p \geq 1$ and $\sum_{i=1}^{i=p} N_{i} \geq 2$. Moreover the inequality $S_{i} \not{ }_{P} S_{j}$ holds for $i \neq j, 1 \leq i, j<n$, where $=_{P}$ is defined as the smallest congruence such that:

- $x=P x$,
- $f\left(s_{1}, \ldots, s_{n}\right)=_{P} f\left(t_{1}, \ldots, t_{n}\right)$ if $f \in \mathcal{F}$ and $s_{i}={ }_{P} t_{i}$ for $i=1, \ldots, n$,
- $n_{1} \cdot s_{1} \sqcup \ldots \sqcup n_{p} \cdot s_{p}={ }_{P} m_{1} \cdot t_{1} \sqcup \ldots \sqcup m_{q} \cdot t_{q}$ if $p=q$ and there is some permutation $\sigma$ on $\{1, \ldots, p\}$ such that $s_{i}={ }_{P} t_{\sigma(i)}$ and $n_{i}=m_{\sigma(i)}$ for $i=1, \ldots, p$.

Example 44. 3. $a$ and 3. $a \sqcup 2 . f(x, b)$ are flat terms, but 2. $a \sqcup 1 . a \sqcup f(x, b)$ is not since $2 . a$ and 1.a must be grouped together to make 3.a.

The usual notions on terms can be generalized easily for flat terms. We recall only what is needed in the following. A flat term is ground if it contains no variables. The root of a flat term is defined by

- for the flat terms of sort $\mathcal{F}, \operatorname{root}(x)=x, \operatorname{root}\left(f\left(t_{1}, \ldots, t_{n}\right)\right)=f$,
- for the flat terms of sort $\sqcup$, $\operatorname{root}\left(s_{1} \sqcup \ldots \sqcup s_{n}\right)=\sqcup$.

Our notion of subterm is slightly different from the usual one. We say that $s$ is a subterm of $t$ if and only if

- either $s$ and $t$ are identical,
- or $t=f\left(s_{1}, \ldots, s_{n}\right)$ and $s$ is a subterm of some $s_{i}$,
- or $t=n_{1} \cdot t_{1} \sqcup \ldots \sqcup n_{p} \cdot t_{p}$ and $s$ is a subterm of some $t_{i}$.

For simplicity, we extend $\sqcup$ to an operation between flat terms $s, t$ denoting (any) flat term obtained by regrouping elements of sort $\mathcal{F}$ in $s$ and $t$ which are equivalent modulo $=_{P}$, leaving the other elements unchanged. For instance $s=2 . a \sqcup 1 . f(a, a)$ and $t=3 . b \sqcup 2 . f(a, a)$ yields $s \sqcup t=2 . a \sqcup 3 . b \sqcup 3 . f(a, a)$.

### 4.6.2 Automata with Arithmetic Constraints

There is some regularity in flat terms that is likely to be captured by some class of automata-like recognizers. For instance, the set of flat terms such that all integer coefficients occurring in the terms are even, seems to be easily recognizable, since the predicate $\operatorname{even}(n)$ can be easily decided. The class of automata that we describe now has been designed for accepting such sets of ground flat terms. A flat tree automaton with arithmetic constraints (NFTAC) over $\mathcal{G}$ is a tuple $\left(Q_{\mathcal{F}}, Q_{\sqcup}, \mathcal{G}, Q_{f}, \Delta\right)$ where

- $Q_{\mathcal{F}} \cup Q_{\sqcup}$ is a finite set of states, such that
$-Q_{\mathcal{F}}$ is the set of states of sort $\mathcal{F}$,
$-Q_{\sqcup}$ is the set of states of sort $\sqcup$,
$-Q_{\mathcal{F}} \cap Q_{\sqcup}=\emptyset$,
- $Q_{f} \subseteq Q_{\mathcal{F}} \sqcup Q_{\sqcup}$ is the set of final states,
- $\Delta$ is a set of rules of the form:
$-f\left(q_{1}, \ldots, q_{n}\right) \rightarrow q$, for $n \geq 0, f \in \mathcal{F}_{n}, q_{1}, \ldots, q_{n} \in Q_{\mathcal{F}} \cup Q_{\sqcup}$, and $q \in Q_{\mathcal{F}}$,
- N.q $\xrightarrow{c(N)} q^{\prime}$, where $q \in Q_{\mathcal{F}}, q^{\prime} \in Q_{\sqcup}$, and $c$ is a Presburger's arithmetic $^{2}$ formula with the unique free variable $N$,
$-q_{1} \sqcup q_{2} \rightarrow q_{3}$ where $q_{1}, q_{2}, q_{3} \in Q_{\sqcup}$.
Moreover we require that

[^0]- $q_{1} \sqcup q_{2} \rightarrow q_{3}$ is a rule of $\Delta$ implies that $q_{2} \sqcup q_{1} \rightarrow q_{3}$ is also a rule of $\Delta$,
- $q_{1} \sqcup\left(q_{2} \sqcup q_{3}\right) \rightarrow q_{4}$ is a rule of $\Delta$ implies that $\left(q_{1} \sqcup q_{2}\right) \sqcup q_{3} \rightarrow q_{4}$ is also a rule of $\Delta$ where $q_{2} \sqcup q_{3}$ (resp. $q_{1} \sqcup q_{2}$ ) denotes any state $q^{\prime}$ such that there is a rule $q_{2} \sqcup q_{3} \rightarrow q^{\prime}$ (resp. $q_{1} \sqcup q_{2} \rightarrow q^{\prime}$ ).

These two conditions on $\Delta$ will ensure that two flat terms equivalent modulo $={ }_{P}$ reach the same states.

Example 45. Let $\mathcal{F}=\{a, f\}$ and let $\mathcal{A}=\left(Q_{\mathcal{F}}, Q_{\sqcup}, \mathcal{G}, Q_{f}, \Delta\right)$ where

$$
\begin{aligned}
& Q_{\mathcal{F}}=\{q\}, Q_{\sqcup}=\left\{q_{\sqcup}\right\}, \\
& Q_{f}=\left\{q_{u}\right\},
\end{aligned}
$$

Let $\mathcal{A}=\left(Q_{\mathcal{F}}, Q_{\sqcup}, \mathcal{G}, Q_{f}, \Delta\right)$ be a flat tree automaton. The move relation $\rightarrow_{\mathcal{A}}$ is defined by: let $t, t^{\prime} \in \mathcal{T}(\mathcal{F} \cup Q, X)$, then $t \rightarrow_{\mathcal{A}} t^{\prime}$ if and only if there is a context $C \in \mathcal{C}(\mathcal{G} \cup Q)$ such that $t=C[s]$ and $t^{\prime}={ }_{P} C\left[s^{\prime}\right]$ where

- either there is some $f\left(q_{1}, \ldots, q_{n}\right) \rightarrow q^{\prime} \in \Delta$ and $s=f\left(q_{1}, \ldots, q_{n}\right), s^{\prime}=q^{\prime}$,
- or there is some $N . q \xrightarrow{c(N)} q^{\prime} \in \Delta$ and $s=n . q$ with $\models c(n), s^{\prime}=q^{\prime}$,
- or there is some $q_{1} \sqcup q_{2} \rightarrow q_{3} \in \Delta$ and $s=q_{1} \sqcup q_{2}, s^{\prime}=q_{3}$.
$\xrightarrow{*}_{\mathcal{A}}$ is the reflexive and transitive closure of $\rightarrow_{\mathcal{A}}$.

Example 46. Using the automaton of the previous example, one has

$$
\begin{array}{rlllll}
2 . a \sqcup 6 . f(a, a) \sqcup 2 . f(a, 2 . a) & \rightarrow_{\rightarrow}^{*} \mathcal{A} & 2 . q \sqcup 6 . f(q, q) \sqcup 2 . f(q, 2 . q) & \\
& \rightarrow_{\mathcal{*}}^{*} & 2 . q \sqcup 6 . q \sqcup 2 . f\left(q, q_{\sqcup}\right) & & \\
& \rightarrow_{\rightarrow}^{*} \mathcal{A} & 2 . q \sqcup 6 . q \sqcup 2 . q & & \\
& \rightarrow_{\mathcal{*}}^{*} \mathcal{A} & q_{\sqcup} \sqcup q_{\sqcup} \sqcup q_{\sqcup} \quad \rightarrow_{\mathcal{A}} & q_{\sqcup} \sqcup q_{\sqcup} & \rightarrow_{\mathcal{*}} \mathcal{A} & q_{\sqcup} \\
\hline
\end{array}
$$

We define now semilinear flat languages. Let $\mathcal{A}=\left(Q_{\mathcal{F}}, Q_{\sqcup}, \mathcal{G}, Q_{f}, \Delta\right)$ be a flat tree automaton. A ground flat term $t$ is accepted by $\mathcal{A}$, if there is some $q \in Q_{f}$ such that $t \stackrel{*}{\mathcal{A}}_{\mathcal{A}} q$. The flat tree language $L(\mathcal{A})$ accepted by $\mathcal{A}$ is the set of all ground flat terms accepted by $\mathcal{A}$. A set of flat terms is semilinear if there $L=L(\mathcal{A})$ for some NFTAC $\mathcal{A}$. Two flat tree automata are equivalent if they recognize the same language.

Example 47. The language of terms accepted by the automaton of Example 45 is the set of ground flat terms with root $\sqcup$ such that for each subterm $n_{1} . s_{1} \sqcup$ $\ldots \sqcup n_{p} \cdot s_{p}$ we have that $n_{i}$ is an even number.

Flat tree automata are designed to take into account the $=_{P}$ relation, which is stated by the next proposition.

Proposition 27. Let $s$, $t$, be two flat terms such that $s={ }_{P} t$, let $\mathcal{A}$ be a flat tree automaton, then $s \xrightarrow{*}_{\mathcal{A}} q$ implies $t{ }_{\rightarrow}^{*} \mathcal{A} q$.

Proof. The proof is by structural induction on $s$.
Proposition 28. Given a flat term $t$ and a flat tree automaton $\mathcal{A}$, it is decidable whether $t$ is accepted by $\mathcal{A}$.

Proof. The decision algorithm for membership for flat tree automata is nearly the same as the one for tree automata presented in Chapter 1, using an oracle for the decision of Presburger's arithmetic formulas.

Our definition of flat tree automata corresponds to nondeterministic flat tree automata. We now define deterministic flat tree automata (DFTAC).

Let $\mathcal{A}=\left(Q_{\mathcal{F}}, Q_{\sqcup}, \mathcal{G}, Q_{f}, \Delta\right)$ be a NFTAC over $\mathcal{G}$.

- The automaton $\mathcal{A}$ is deterministic if for each ground flat term $t$, there is at most one state $q$ such that $t \xrightarrow{*} \mathcal{A} q$.
- The automaton $\mathcal{A}$ is complete if for each ground flat term $t$, there a state such that $t \xrightarrow{*} \mathcal{A} q$.
- A state $q$ is accessible if there is one ground flat term $t$ such that $t \xrightarrow{*} \mathcal{A} q$. The automaton is reduced if all states are accessible.


### 4.6.3 Reducing Non-determinism

As for usual tree automata, there is an algorithm for computing an equivalent DFTAC from any NFTAC which proves that a language recognized by a NFTAC is also recognized by a DFTAC. The algorithm is similar to the determinization algorithm of the class AWEDC: the ambiguity arising from overlapping constraints is lifted by considering mutually exclusive constraints which cover the original constraints, and using sets of states allows to get rid of the nondeterminism of rules having the same left-hand side. Here, we simply have to distinguish between states of $Q_{\mathcal{F}}$ and states of $Q_{\sqcup}$.

## Determinization algorithm

input $\mathcal{A}=\left(Q_{\mathcal{F}}, Q_{\sqcup}, \mathcal{G}, Q_{f}, \Delta\right)$ a NFTAC.

## begin

A state $[q]$ of the equivalent DFTAC is in $2^{Q_{\mathcal{F}}} \cup 2^{Q_{\sqcup}}$.
Set $Q_{\mathcal{F}}^{d}=\emptyset, Q_{\sqcup}^{d}=\emptyset, \Delta_{d}=\emptyset$.
repeat
for each $f$ of arity $n,[q]_{1}, \ldots,[q]_{n} \in Q_{\mathcal{F}}^{d} \cup Q_{\sqcup}^{d}$ do
let $[q]=\left\{q \mid \exists f\left(q_{1}, \ldots, q_{n}\right) \rightarrow q \in \Delta\right.$ with $q_{i} \in[q]_{i}$ for $\left.i=1, \ldots, n\right\}$

```
in Set \(Q_{\mathcal{F}}^{d}\) to \(Q_{\mathcal{F}}^{d} \cup\{[q]\}\)
    Set \(\Delta_{d}\) to \(\Delta_{d} \cup\left\{f\left([q]_{1}, \ldots,[q]_{n}\right) \rightarrow[q]\right\}\)
```

endfor
for each $[q] \in Q_{\mathcal{F}}$ do
for each $\left[q^{\prime}\right] \subseteq\left\{q^{\prime \prime} \mid \exists N . q \xrightarrow{c(N)} q^{\prime \prime} \in \Delta\right.$ with $\left.q \in[q]\right\}$ do

in Set $Q_{\sqcup}^{d}$ to $Q_{\mathcal{F}}^{d} \cup\left\{\left[q^{\prime}\right]\right\}$
Set $\Delta_{d}$ to $\Delta_{d} \cup\left\{N .[q] \xrightarrow{C(N)}\left[q^{\prime}\right]\right\}$
endfor
endfor
for each $[q]_{1},[q]_{2} \in Q_{\sqcup}^{d}$ do
let $[q]=\left\{q \mid \exists q_{1} \in[q]_{1}, q_{2} \in[q]_{2}, q_{1} \sqcup q_{2} \rightarrow q \in \Delta\right\}$
in Set $Q_{\sqcup}^{d}$ to $Q_{\mathcal{F}}^{d} \cup\{[q]\}$
Set $\Delta_{d}$ to $\Delta_{d} \cup\left\{[q]_{1} \sqcup[q]_{2} \rightarrow[q]\right\}$
endfor
until no rule can be added to $\Delta_{d}$

Set $Q_{f}^{d}=\left\{[q] \in Q_{\mathcal{F}}^{d} \cup Q_{\sqcup}^{d} \mid[q] \cap Q_{f} \neq \emptyset\right\}$,
end
output: $\mathcal{A}_{d}=\left(Q_{F}^{d}, Q_{\sqcup}^{d}, \mathcal{F}, Q_{f}^{d}, \Delta_{d}\right)$
Proposition 29. The previous algorithm terminates and computes a deterministic flat tree automaton equivalent to the initial one.

Proof. The termination is obvious. The proof of the correctness relies on the following lemma:

Lemma 6. $t \rightarrow{ }_{\mathcal{A}_{d}}[q]$ if and only if $t{ }_{\rightarrow}^{*} q$ for all $q \in[q]$.
The proof is by structural induction on $t$ and follows the same pattern as the proof for the class AWEDC.

Therefore we have proved the following theorem stating the equivalence between DFTAC and NFTAC.

Theorem 38. Let $L$ be a semilinear set of flat terms, then there exists a DFTAC that accepts $L$.

### 4.6.4 Closure Properties of Semilinear Flat Languages

Given an automaton $\mathcal{A}=\left(Q, \mathcal{G}, Q_{f}, \Delta\right)$, it is easy to construct an equivalent complete automaton. If $\mathcal{A}$ is not complete then

- add two new trash states $q_{t}$ of sort $\mathcal{F}$ and $q_{t}^{\sqcup}$ of sort $\sqcup$,
- for each $f \in \mathcal{F}, q_{1}, \ldots, q_{n} \in Q \cup\left\{q_{t}, q_{t}^{\sqcup}\right\}$, such that there is no rule having $f\left(q_{1}, \ldots, q_{n}\right)$ as left-hand side, then add $f\left(q_{1}, \ldots, q_{n}\right) \rightarrow q_{t}$,
- for each $q$ of sort $\mathcal{F}$, let $c_{1}(N), \ldots, c_{m}(N)$ be the conditions of the rules $N . q \xrightarrow{c_{i}(N)} q^{\prime}$,
- if the formula $\exists N\left(c_{1}(N) \vee \ldots \vee c_{m}(N)\right)$ is not equivalent to true, then add the rule $N . q \xrightarrow{\neg\left(c_{1}(N) \vee \ldots \vee c_{m}(N)\right)(N)} q_{t}^{\sqcup}$,
- if there are some $q, q^{\prime}$ of sort $\sqcup$ such that there is no rule $q \sqcup q^{\prime} \rightarrow q^{\prime \prime}$, then add the rules $q \sqcup q^{\prime} \rightarrow q_{t}^{\sqcup}$ and $q^{\prime} \sqcup q \rightarrow q_{t}^{\sqcup}$.
- if there is some rule $\left(q_{1} \sqcup q_{2}\right) \sqcup q_{3} \rightarrow q_{t}^{\sqcup}$ (resp. $q_{1} \sqcup\left(q_{2} \sqcup q_{3}\right) \rightarrow q_{t}^{\sqcup}$, add the rule $q_{1} \sqcup\left(q_{2} \sqcup q_{3}\right) \rightarrow q_{t}^{\sqcup}$ (resp. $\left.\left(q_{1} \sqcup q_{2}\right) \sqcup q_{3} \rightarrow q_{t}^{\sqcup}\right)$ if it is missing.

This last step ensures that we build a flat tree automaton, and it is straightforward to see that this automaton is equivalent to the initial one (same proof as for DFTA). This is stated by the following proposition.

Theorem 39. For each flat tree automaton $\mathcal{A}$, there exists a complete equivalent automaton $\mathcal{B}$.

Example 48. The automaton of Example 45 is not complete. It can be completed by adding the states $q_{t}, q_{t}^{\sqcup}$, and the rules $\begin{array}{ll}N . q_{t} \\ & N . q \\ \exists n \xrightarrow{N=2 n+1} & q_{t}^{\sqcup} \\ q_{t}^{\sqcup}\end{array}$

$$
f(-,-) \quad \longrightarrow \quad q_{t}
$$

where ( $\quad, \quad$ ) stands for a pair of $q, q_{\sqcup}, q_{t}, q_{t}^{\sqcup}$ such that if a rule the left hand side of which is $f(-,-)$ is not already in $\Delta$.

Theorem 40. The class of semilinear flat languages is closed under union.
Proof. Let $L$ (resp. $M$ ) be a semilinear flat language recognized by $\mathcal{A}=$ $\left(Q_{\mathcal{F}}, Q_{\sqcup}, \mathcal{G}, Q_{f}, \Delta\right)\left(\right.$ resp. $\left.\mathcal{B}=\left(Q_{\mathcal{F}}^{\prime}, Q_{\sqcup}^{\prime}, \mathcal{G}, Q_{f}^{\prime}, \Delta^{\prime}\right)\right)$, then $L \cup M$ is recognized by $\mathcal{C}=\left(Q_{\mathcal{F}} \cup Q_{\mathcal{F}}^{\prime}, Q_{\sqcup} \cup Q_{\sqcup}^{\prime}, \mathcal{G}, Q_{f} \cup Q_{f}^{\prime}, \Delta \cup \Delta^{\prime}\right)$.

Theorem 41. The class of semilinear flat languages is closed under complementation.

Proof. Let $\mathcal{A}$ be an automaton recognizing $L$. Compute a complete automaton $\mathcal{B}$ equivalent to $\mathcal{A}$. Compute a deterministic automaton $\mathcal{C}$ equivalent to $\mathcal{B}$ using the determinization algorithm. The automaton $\mathcal{C}$ is still complete, and we get an automaton recognizing the complement of $L$ by exchanging final and non-final states in $\mathcal{C}$.

From the closure under union and complement, we get the closure under intersection (a direct construction of an automaton recognizing the intersection also exists).

Theorem 42. The class of semilinear flat languages is closed under intersection.

### 4.6.5 Emptiness Decision

The last important property to state is that the emptiness of the language recognized by a flat tree automaton is decidable. The decision procedure relies on an algorithm similar to the decision procedure for tree automata combined to a decision procedure for Presburger's arithmetic. However a straightforward modification of the algorithm in Chapter 1 doesn't work. Assume that the automaton contains the rule $q_{1}^{\sqcup} \sqcup q_{1}^{\sqcup} \rightarrow q_{2}^{\sqcup}$ and assume that there is some flat term $t$ such that $1 . t \rightarrow \mathcal{A} q_{1}^{\sqcup}$. These two hypothesis don't imply that $1 . t \sqcup$ $1 . t \xrightarrow{*} \mathcal{A} q_{2}^{\sqcup}$ since $1 . t \sqcup 1 . t$ is not a flat term, contrary to $2 . t$. Therefore the decision procedure involves some combinatorics in order to ensure that we always deal with correct flat terms.

From now on, let $A=\left(Q_{\mathcal{F}}, Q_{\sqcup}, \mathcal{G}, Q_{f}, \Delta\right)$ be some given deterministic flat tree automaton and let $M$ be the number of states of sort $\sqcup$. First, we need to control the possible infinite number of solutions of Presburger's conditions.

Proposition 30. There is some computable $B$ such that for each condition $c(N)$ of the rules of $\mathcal{A}$, either each integer $n$ validating $c$ is smaller than $B$ or there are at least $M+1$ integers smaller than $B$ validating $c$.

Proof. First, for each constraint $c(N)$ of a rule of $\Delta$, we check if $c(N)$ has a finite number of solutions by deciding if $\exists P: c(N) \Rightarrow N<P$ is true. If $c(N)$ has a finite number of solutions, it is easy to find a bound $B_{1}(c(N))$ on these solutions by testing $\exists n: n>k \wedge c(n)$ for $k=1,2, \ldots$ until it is false. If $c(N)$ has an infinite number of solutions, one computes the $M^{\text {th }}$ solution obtained by checking $\models c(k)$ for $k=1,2, \ldots$. We call this $M^{\text {th }}$ solution $B_{2}(c(N))$. The bound $B$ is the maximum of all the $B_{1}\left(c(N)\right.$ )'s and $B_{2}(c(N))$ 's.

Now we control the maximal width of terms needed to reach a state.
Proposition 31. For all $t{ }_{\rightarrow}^{*} q$, there is some $s \stackrel{*}{\mathcal{A}} q$ such that for each subterm of $s$ of the form $n_{1} \cdot v_{1} \sqcup \ldots \sqcup n_{p} . v_{p}$, we have $p \leq M$ and $n_{i} \leq B$.

Proof. The bound on the coefficients $n_{i}$ is a direct consequence of the previous proposition. The proof on $p$ is by structural induction on $t$. The only non-trivial case is for $t=m_{1} \cdot t_{1} \sqcup \ldots \sqcup m_{k} \cdot t_{k}$. Let us assume that $t$ is the term with the smallest value of $k$ among the terms $\left\{t^{\prime} \mid t^{\prime} \xrightarrow{*}_{\mathcal{A}} q\right\}$.

First we show that $k \leq M$. Let $q_{i}^{\sqcup}$ be the states such that $n_{i} . t_{i} \rightarrow_{\mathcal{A}} q_{i}^{\sqcup}$. We have thus $t \xrightarrow{*} \mathcal{A} q_{1}^{\sqcup} \sqcup \ldots \sqcup q_{k}^{\sqcup}{ }_{\mathcal{*}}^{\mathcal{A}} q$. By definition of DFTAC, the reduction $q_{1}^{\sqcup} \sqcup \ldots \sqcup q_{k}^{\sqcup}{ }^{*} \mathcal{A} q$ has the form:

$$
q_{1}^{\sqcup} \sqcup \ldots \sqcup q_{k}^{\sqcup} \stackrel{*}{\mathcal{A}} q_{[12]}^{\sqcup} \sqcup q_{3}^{\sqcup} \sqcup \ldots \sqcup q_{k}^{\sqcup} \stackrel{*}{\mathcal{A}} \ldots \xrightarrow[\mathcal{A}]{*} q_{[1 \ldots k]}^{\sqcup}=q
$$

for some states $q_{[12]}^{\sqcup}, \ldots, q_{[1 \ldots k]}^{\sqcup}$ of $Q_{\sqcup}$.

Assume that $k>M$. The pigeonhole principle yields that $q_{\left[1, \ldots, j_{1}\right]}=q_{\left[1, \ldots, j_{2}\right]}$ for some $1 \leq j_{1}<j_{2} \leq k$. Therefore the term

$$
t=m_{1} \cdot t_{1} \sqcup \ldots \sqcup m_{j_{1}} \cdot t_{j_{1}} \sqcup m_{j_{2}+1} \cdot t_{j_{2}+1} \sqcup \ldots \sqcup m_{k} \cdot t_{k}
$$

also reaches the state $q$ which contradicts our hypothesis that $k$ is minimal.
Now, it remains only to use the induction hypothesis to replace each $t_{i}$ by some $s_{i}$ reaching the same state and satisfying the required conditions.

A term $s$ such that for all subterm $n_{1} \cdot v_{1} \sqcup \ldots n_{p} \cdot v_{p}$ of $s$, we have $p \leq M$ and $n_{i} \leq B$ will be called small. We define some extension $\rightarrow_{\mathcal{A}}^{n}$ of the move relation by:

- $t \rightarrow_{\mathcal{A}}^{1} q$ if and only if $t \rightarrow_{\mathcal{A}} q$,
- $t \rightarrow{ }_{\mathcal{A}}^{n} q$ if and only if $t \xrightarrow{*} \mathcal{A} q$ and
- either $t=f\left(t_{1}, \ldots, t_{k}\right)$ and for $i=1, \ldots, k$ we have $t_{i} \rightarrow{ }_{\mathcal{A}}^{n-1} q_{i}\left(t_{i}\right)$,
- or $t=n_{1} \cdot t_{1} \sqcup \ldots \sqcup n_{p} . t_{p}$ and for $i=1, \ldots, p$, we have $t_{i} \rightarrow{ }_{\mathcal{A}}^{n-1} q_{i}\left(t_{i}\right)$.

Let $\mathcal{L}_{q}^{n}=\left\{t \rightarrow{ }_{\mathcal{A}}^{p} q \mid p \leq n\right.$ and $t$ is small $\}$ with the convention that $\mathcal{L}_{q}^{0}=\emptyset$ and $\mathcal{L}_{q} \stackrel{q}{=} \bigcup_{n=1}^{\infty} \mathcal{L}_{q}^{n}$. By Proposition 31, $t \rightarrow_{\mathcal{A}} q$ if and only if there is some $s \in \mathcal{L}_{q}$ such that $s \rightarrow_{\mathcal{A}} q$. The emptiness decision algorithm will compute a finite approximation $\mathcal{R}_{q}^{n}$ of these $\mathcal{L}_{q}^{n}$ such that $\mathcal{R}_{q}^{n} \neq \emptyset$ if and only if $\mathcal{L}_{q}^{n} \neq \emptyset$.

Some technical definition is needed first. Let $L$ be a set of flat term, then we define $\|L\|_{P}$ as the number of distinct equivalence classes of terms for the $={ }_{P}$ relation such that one representant of the class occurs in $L$. The reader will check easily that the equivalence class of a flat term for the $=_{P}$ relation is finite.

The decision algorithm is the following one.

## begin

$$
\text { for each state } q \text { do set } \mathcal{R}_{q}^{0} \text { to } \emptyset
$$

$\mathrm{i}=1$.
repeat
for each state $q$ do set $\mathcal{R}_{q}^{i}$ to $\mathcal{R}_{q}^{i-1}$ if $\left\|\mathcal{R}_{q}^{i}\right\|_{P} \leq M$ then
repeat
add to $\mathcal{R}_{q}^{i}$ all flat terms $t=f\left(t_{1}, \ldots, t_{n}\right)$
such that $t_{j} \in \mathcal{R}_{q_{j}}^{i-1}, j \leq n$ and $f\left(q_{1}, \ldots, q_{n}\right) \rightarrow q \in \Delta$
add to $\mathcal{R}_{q}^{i}$ all flat terms $t=n_{1} . t_{1} \sqcup \ldots \sqcup n_{p} \cdot t_{p}$
such that $p \leq M, n_{j} \leq B, t_{j} \in \mathcal{R}_{q_{j}}^{i-1}$ and $n_{1} \cdot q_{1} \sqcup \ldots \sqcup n_{p} \cdot q_{p} \xrightarrow{*} \mathcal{A} q$.
until no new term can be added or $\left\|\mathcal{R}_{q}^{i}\right\|_{P}>M$
endif
$i=i+1$
until $\exists q \in Q_{f}$ such that $\mathcal{R}_{q}^{i} \neq \emptyset$ or $\forall q, \mathcal{R}_{q}^{i}=\mathcal{R}_{q}^{i-1}$
if $\exists q \in Q_{F}$ s.t. $\mathcal{R}_{q}^{i} \neq \emptyset$
then return not empty
else return empty endif
end
Proposition 32. The algorithm terminates after $n$ iterations for some $n$ and $\mathcal{R}_{q}^{n}=\emptyset$ if and only if $\mathcal{L}_{q}=\emptyset$

Proof. At every iteration, either one $\mathcal{R}_{q}^{i}$ increases or else all the $\mathcal{R}_{q}^{i}$ 's are left untouched in the repeat ... until loop. Therefore the termination condition will be satisfied after a finite number of iterations, since equivalence classes for $={ }_{P}$ are finite.

By construction we have $\mathcal{R}_{q}^{m} \subseteq \mathcal{L}_{q}^{m}$, but we need the following additional property.

Lemma 7. For all $m, \mathcal{R}_{q}^{m}=\mathcal{L}_{q}^{m}$ or $\mathcal{R}_{q}^{m} \subseteq \mathcal{L}_{q}^{m}$ and $\left\|\mathcal{R}_{q}^{m}\right\|_{P}>M$
The proof is by induction on $m$.
Base case $m=0$. Obvious from the definitions.
Induction step. We assume that the property is true for $m$ and we prove that it holds for $m+1$.
Either $\mathcal{L}_{q}^{m}=\emptyset$ therefore $\mathcal{R}_{q}^{m}=\emptyset$ and we are done, or $\mathcal{L}_{q}^{m} \neq \emptyset$, which we assume from now on.

- $q \in Q_{\mathcal{F}}$.
- Either there is some rule $f\left(q_{1}, \ldots, q_{n}\right) \rightarrow q$ such that $\mathcal{R}_{q_{i}}^{m} \neq \emptyset$ for all $i=1, \ldots, n$ and such that for some $q^{\prime}$ among $q_{1}, \ldots, q_{n}$, we have $\left\|\mathcal{R}_{q^{\prime}}^{m}\right\|_{P}>M$. Then we can construct at least $M+1$ terms $t=$ $f\left(t_{1}, \ldots, t^{\prime}, \ldots, t_{n}\right)$ where $t^{\prime} \in \mathcal{R}_{q^{\prime}}^{m}$, such that $t \in \mathcal{R}_{q}^{m+1}$ by giving $M+1$ non equivalent values to $t^{\prime}$ (corresponding values for $t$ are also non equivalent). This yields that $\left\|\mathcal{R}_{q}^{m+1}\right\|_{P}>M$.
- Or there is no rule as above, therefore $\mathcal{R}_{q}^{m+1}=\mathcal{L}_{q}^{m+1}$.
- $q \in Q_{\mathrm{U}}$.

For each small term $t=n_{1} \cdot t_{1} \sqcup \ldots \sqcup n_{p} . t_{p}$ such that $t \in \mathcal{L}_{q}^{m+1}$, there are some terms $s_{1}, \ldots, s_{n}$ in $\mathcal{R}_{q_{i}}^{m}$ such that $t_{i} \xrightarrow{*} \mathcal{A} q_{i}$ implies that $s_{i} \xrightarrow{*} \mathcal{A} q_{i}$. What we must prove is that $\left\|\mathcal{R}_{q_{i}}^{m}\right\|_{P}>M$ for some $i \leq p$ implies $\|$ $\mathcal{R}_{q}^{m+1} \|_{P}>M$. Since $\mathcal{A}$ is deterministic, we have that $s \xrightarrow{*} \mathcal{A} q$ and $t \xrightarrow{*} \mathcal{A} q^{\prime}$ with $q \neq q^{\prime}$ implies that $s \not{ }_{P} t$. Let $S$ be the set of states occurring in the sequence $q_{1}, \ldots, q_{p}$. We prove by induction on the cardinal of $S$ that if there is some $q_{i}$ such that $\left\|\mathcal{R}_{q_{i}}^{m}\right\|_{P}>M$, we can build at least $M+1$ terms in $\mathcal{R}_{q}^{m+1}$ otherwise we build at least one term of $\mathcal{R}_{q}^{m+1}$.
Base case $S=\left\{q^{\prime}\right\}$, and therefore all the $q_{i}$ are equal to $q^{\prime}$. Either $\left\|\mathcal{R}_{q^{\prime}}^{m}\right\|_{P} \leq M$ and we are done or $\left\|\mathcal{R}_{q^{\prime}}^{m}\right\|_{P}>M$ and we know that there are $s_{1}, \ldots, s_{M+1}, \ldots$ pairwise non equivalent terms reaching $q^{\prime}$. Therefore, there are at least $\left({ }_{M}^{M+1}\right) \geq M+1$ different non equivalent possible terms $n_{i_{1}} \cdot s_{i_{1}} \sqcup \ldots \sqcup n_{i_{p}} \cdot s_{i_{p}}$. Moreover each of these terms $S$ satisfies $s \rightarrow{ }_{\mathcal{A}}^{m+1} q$, which proves the result.

Induction step. Let $S=S^{\prime} \cup\left\{q^{\prime}\right\}$ where the property is true for $S^{\prime}$. We can assume that $\left\|\mathcal{R}_{q^{\prime}}^{m}\right\|_{P} \leq M$ (otherwise all $\left\|\mathcal{R}_{q_{i}}^{m}\right\|_{P}$ are less than or equal to $M$ ).
Let $i_{1}, \ldots, i_{k}$ be the positions of $q^{\prime}$ in $q_{1}, \ldots, q_{p}$, let $j_{1}, \ldots, j_{l}$ be the positions of the states different from $q^{\prime}$ in $q_{1}, \ldots, q_{p}$. By induction hypothesis, there are some flat terms $s_{j}$ such that $n_{j_{1}} \cdot s_{j_{1}} \sqcup \ldots \sqcup n_{j_{l}} \cdot s_{j_{l}}$ is a valid flat term. Since $\mathcal{A}$ is deterministic and $q^{\prime}$ is different from all element of $S^{\prime}$, we know that $s_{i} \not \mathcal{P}_{P} s_{j}$ for any $i \in\left\{i_{1}, \ldots, i_{k}\right\}, j \in\left\{j_{1}, \ldots, j_{k}\right\}$. Therefore, we use the same reasoning as in the previous case to build at least $C_{M+1}^{k} \geq M+1$ pairwise non equivalent flat terms $s=n_{1} . s_{1} \sqcup \ldots \sqcup n_{p} . s_{p}$ such that $s \rightarrow{ }_{\mathcal{A}}^{m+1} q$.

The termination of the algorithm implies that for each $m \geq n, \mathcal{R}_{q}^{m}=\mathcal{L}_{q}^{m}$ or $\mathcal{R}_{q}^{m} \subseteq \mathcal{L}_{q}^{m}$ and $\left\|\mathcal{R}_{q}^{m}\right\|_{P}>M$. Therefore $\mathcal{L}_{q}=\emptyset$ if and only if $\mathcal{R}_{q}^{n}=\emptyset$.

The following theorem summarizes the previous results.
Theorem 43. Let $\mathcal{A}$ be a DFTAC, then it is decidable whether the language accepted by $\mathcal{A}$ is empty or not.

The reader should see that the property that $\mathcal{A}$ deterministic is crucial in proving the emptiness decision property. Therefore proving the emptiness of the language recognized by a NFTAC implies to compute an equivalent DFTAC first.

Another point is that the previous algorithm can be easily modified to compute the set of accessible states of $\mathcal{A}$.

### 4.7 Exercises

## Exercise 52.

1. Show that the automaton $\mathcal{A}_{+}$of Example 38 accepts only terms of the form $f\left(t_{1}, s^{n}(0), s^{m}(0), s^{n+m}(0)\right)$
2. Conversely, show that, for every pair of natural numbers $(n, m)$, there exists a term $t_{1}$ such that $f\left(t_{1}, s^{n}(0), s^{m}(0), s^{n+m}(0)\right)$ is accepted by $\mathcal{A}_{+}$.
3. Construct an automaton $\mathcal{A} \times$ of the class AWEDC which has the same properties as above, replacing + with $\times$
4. Give a proof that emptiness is undecidable for the class AWEDC, reducing Hilbert's tenth problem.

Exercise 53. Give an automaton of the class AWCBB which accepts the set of terms $t$ (over the alphabet $\{a(0), b(0), f(2)\}$ ) having a subterm of the form $f(u, u)$. (i.e.the set of terms that are reducible by a rule $f(x, x) \rightarrow v)$.

Exercise 54. Show that the class AWCBB is not closed under linear tree homomorphisms. Is it closed under inverse image of such morphisms?

Exercise 55. Give an example of two automata in AWCBB such that the set of pairs of terms recognized respectively by the automata is not itself a member of AWCBB.

Exercise 56. (Proposition 24) Show that the class of (languages recognized by) reduction automata is closed under intersection and union. Show that the set of balanced term on alphabet $\{a, f\}$ is not recognizable by a reduction automaton, showing that the class of languages recognized by) reduction automata is not closed under complement.

Exercise 57. Show that the class of languages recognized by reduction automata is preserved under linear tree homomorphisms. Show however that this is no longer true for arbitrary tree homomorphisms.
Exercise 58. Let $\mathcal{A}$ be a reduction automaton. We define a ternary relation $q \xrightarrow{w} q^{\prime}$ contained in $Q \times \mathbb{N}^{*} \times Q$ as follows:

- for $i \in \mathbb{N}, q \xrightarrow{i} q^{\prime}$ if and only if there is a rule $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow[\mathcal{A}]{c} q^{\prime}$ with $q_{i}=q$
- $q \xrightarrow{i \cdot w} q^{\prime}$ if and only if there is a state $q^{\prime \prime}$ such that $q \xrightarrow{i} q^{\prime \prime}$ and $q^{\prime \prime} \xrightarrow{w} q^{\prime}$.

Moreover, we say that a state $q \in Q$ is a constrained state if there is a rule $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow[\mathcal{A}]{c} q$
in $\mathcal{A}$ such that $c$ is not a valid constraint.
We say that the the constraints of $\mathcal{A}$ cannot overlap if, for each rule $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c} q$ and for each equality (resp. disequality) $\pi=\pi^{\prime}$ of $c$, there is no strict prefix $p$ of $\pi$ and no constrained state $q^{\prime}$ such that $q^{\prime} \xrightarrow{p} q$.

1. Consider the rewrite system on the alphabet $\{f(2), g(1), a(0)\}$ whose left members are $f(x, g(x)), g(g(x)), f(a, a)$. Compute a reduction automaton, whose constraints do not overlap and which accepts the set of irreducible ground terms.
2. Show that emptiness can be decided in polynomial time for reduction automata whose constraints do not overlap. (Hint: it is similar to the proof of Theorem 33.)
3. Show that any language recognized by a reduction automaton whose constraints do not overlap is an homomorphic image of a language in the class AWCBB. Give an example showing that the converse is false.

Exercise 59. Prove the Proposition ?? along the lines of Proposition 15.
Exercise 60. The purpose of this exercise is to give a construction of an automaton with disequality constraints (no equality constraints) whose emptiness is equivalent to the ground reducibility of a given term $t$ with respect to a given term rewriting system $\mathcal{R}$.

1. Give a direct construction of an automaton with disequality constraints $\mathcal{A}_{\operatorname{NF}(\mathcal{R})}$ which accepts the set of irreducible ground terms
2. Show that the class of languages recognized by automata with disequality constraints is closed under intersection. Hence the set of irreducible ground instances of a linear term is recognized by an automaton with disequality constraints.
3. Let $\mathcal{A}_{\mathrm{NF}(\mathcal{R})}=\left(Q_{\mathrm{NF}}, \mathcal{F}, Q_{\mathrm{NF}}^{f}, \Delta_{\mathrm{NF}}\right)$. We compute $\mathcal{A}_{\mathrm{NF}, t} \stackrel{\text { def }}{=}\left(Q_{\mathrm{NF}, t}, \mathcal{F}, Q_{\mathrm{NF}, t}^{f}, \Delta_{\mathrm{NF}, t}\right)$ as follows:

- $Q_{\mathrm{NF}, t} \stackrel{\text { def }}{=}\left\{\left.t \sigma\right|_{p} \mid p \in \operatorname{Pos}(t)\right\} \times Q_{\mathrm{NF}}$ where $\sigma$ ranges over substitutions from $N L V(t)$ (the set of variables occurring at least twice in $t$ ) into $Q_{\mathrm{NF}}^{f}$.
- For all $f\left(q_{1}, \ldots, q_{n}\right) \xrightarrow{c} q \in \Delta_{\mathrm{NF}}$, and all $u_{1}, \ldots, u_{n} \in\left\{\left.t \sigma\right|_{p} \mid p \in \operatorname{Pos}(t)\right\}$, $\Delta_{\mathrm{NF}, t}$ contains the following rules:
$-f\left(\left[q_{u_{1}}, q_{1}\right], \ldots,\left[q_{u_{n}}, q_{n}\right]\right) \xrightarrow{c \wedge c^{\prime}}\left[q_{f\left(u_{1}, \ldots, u_{n}\right)}, q\right]$ if $f\left(u_{1}, \ldots, u_{n}\right)=t \sigma_{0}$ and $c^{\prime}$ is constructed as sketched below.
$-f\left(\left[q_{u_{1}}, q_{1}\right], \ldots,\left[q_{u_{n}}, q_{n}\right]\right) \xrightarrow{c}\left[q_{f\left(u_{1}, \ldots, u_{n}\right)}, q\right]$ if $\left[q_{f\left(u_{1}, \ldots, u_{n}\right)}, q\right] \in Q_{\mathrm{NF}, t}$ and we are not in the first case.
$-f\left(\left[q_{u_{1}}, q_{1}\right], \ldots,\left[q_{u_{n}}, q_{n}\right]\right) \xrightarrow{c}\left[q_{q}, q\right]$ in all other cases
$c^{\prime}$ is constructed as follows. From $f\left(u_{1}, \ldots, u_{n}\right)$ we can retrieve the rules applied at position $p$ in $t$. Assume that the rule at $p$ checks $\pi_{1} \neq \pi_{2}$. This amounts to check $p \pi_{1} \neq p \pi_{2}$ at the root position of $t$. Let $\mathcal{D}$ be all disequalities $p \pi_{1} \neq p \pi_{2}$ obtained in this way. The non linearity of $t$ implies some equalities: let $\mathcal{E}$ be the set of equalities $p_{1}=p_{2}$, for all positions $p_{1}, p_{2}$ such that $\left.t\right|_{p_{1}}=\left.t\right|_{p_{2}}$ is a variable. Now, $c^{\prime}$ is the set of disequalities $\pi \neq \pi^{\prime}$ which are not in $\mathcal{D}$ and that can be inferred from $\mathcal{D}, \mathcal{E}$ using the rules

$$
\begin{aligned}
& p p_{1} \neq p_{2}, p=p^{\prime} \vdash p^{\prime} p_{1} \neq p_{2} \\
& p \neq p^{\prime}, p p_{1}=p_{2} \vdash p^{\prime} p_{1} \neq p_{2}
\end{aligned}
$$

For instance, let $t=f(x, f(x, y))$ and assume that the automaton $\mathcal{A}_{\mathrm{NF}}$ contains a rule $f(q, q) \xrightarrow{1 \neq 2} q$. Then the automaton $\mathcal{A}_{\mathrm{NF}, t}$ will contain the rule $f\left(\left[q_{q}, q\right],\left[q_{f(q, q)}, q\right]\right) \xrightarrow{1 \neq 2 \wedge 1 \neq 22} q$.
The final states are $\left[q_{u}, q_{f}\right]$ where $q_{f} \in Q_{\mathrm{NF}}^{f}$ and $u$ is an instance of $t$.
Prove that $\mathcal{A}_{\mathrm{NF}, t}$ accepts at least one term if and only if $t$ is not ground reducible by $\mathcal{R}$.

Exercise 61. Prove Theorem 37 along the lines of the proof of Theorem 27.
Exercise 62. Show that the algorithm for deciding emptiness of deterministic complete flat tree automaton works for non-deterministic flat tree automata such that for each state $q$ the number of non-equivalent terms reaching $q$ is 0 or greater than or equal to 2 .
Exercise 63. (Feature tree automata)
Let $\mathcal{F}$ be a finite set of feature symbols (or attributes) denoted by $f, g, \ldots$ and $\mathcal{S}$ be a set of constructor symbols (or sorts) denoted by $A, B, \ldots$ In this exercise and the next one, a tree is a rooted directed acyclic graph, a multitree is a tree such that the nodes are labeled over $\mathcal{S}$ and the edges over $\mathcal{F}$. A multitree is either $(A, \emptyset)$ or $(A, E)$ where $E$ is a finite multiset of pairs $(f, t)$ with $f$ a feature and $t$ a multitree. A feature tree is a multitree such that the edges outgoing from the same node are labeled by different features. The + operation takes a multitree $t=(A, E)$, a feature $f$ and a multitree $t^{\prime}$ to build the multitree $\left(A, E \cup\left(f, t^{\prime}\right)\right)$ denoted by $t+f t^{\prime}$.

1. Show that $t+f_{1} t_{1}+f_{2} t_{2}=t+f_{2} t_{2}+f_{1} t_{1}$ (OI axiom: order independence axiom) and that the algebra of multitrees is isomorphic to the quotient of the free term algebra over $\{+\} \cup \mathcal{F} \cup \mathcal{S}$ by $O I$.
2. A deterministic $\mathcal{M}$-automaton is a triple $\left(\mathcal{A}, h, Q_{f}\right)$ where $\mathcal{A}$ is an finite $\{+\} \cup$ $\mathcal{F} \cup \mathcal{S}$-algebra, $h: \mathcal{M} \rightarrow \mathcal{A}$ is a homomorphism, $Q_{f}$ (the final states) is a subset of the set of the values of sort $\mathcal{M}$. A tree is accepted if and only if $h(t) \in Q_{f}$.
(a) Show that a $\mathcal{M}$-automaton can be identified with a bottom-up tree automaton such that all trees equivalent under $O I$ reach the same states.
(b) A feature tree automaton is a $\mathcal{M}$-automaton such that for each sort $s(\mathcal{M}$ or $\mathcal{F}$ ), for each $q$ the set of the $c$ 's of arity 0 interpreted as $q$ in $\mathcal{A}$ is finite or co-finite. Give a feature tree to recognize the set of natural numbers where $n$ is encoded as $(0,\{s u c,(0,\{\ldots,(0, \emptyset)\})\})$ with $n$ edges labeled by suc.
(c) Show that the class of languages accepted by feature tree automata is closed under boolean operations and that the emptiness of a language accepted by a feature automaton is decidable.
(d) A non-deterministic feature tree automaton is a tuple $\left(Q, P, h, Q_{f}\right)$ such that $Q$ is the set of states of sort $\mathcal{M}, P$ the set of states of sort $\mathcal{F}, h$ is composed of three functions $h_{1}: \mathcal{S} \rightarrow 2^{Q}, h_{2}: \mathcal{F} \rightarrow 2^{P}$ and the transition function $+: Q \times P \times Q \rightarrow 2^{Q}$. Moreover $q+p_{1} q_{1}+p_{2} q_{2}=q+p_{2} q_{2}+p_{1} q_{1}$ for each $q, q_{1}, q_{2}, p_{1}, p_{2},\left\{s \in \mathcal{S} \mid p \in h_{1}(s)\right\}$ and $\left\{f \in \mathcal{F} \mid p \in h_{2}(f)\right\}$ are finite or co-finite for each $p$. Show that any non-deterministic feature tree automaton is equivalent to a deterministic feature tree automaton.

Exercise 64. (Characterization of recognizable flat feature languages)
A flat feature tree is a feature tree of depth 1 where depth is defined by $\operatorname{depth}((A, \emptyset))=$ 0 and $\operatorname{depth}((A, E))=1+\max \{\operatorname{depth}(t) \mid(f, t) \in E\}$. Counting constraints are defined by: $\quad C(x) \quad::=\operatorname{card}(\varphi \in F \mid \exists y \cdot(x \varphi y) \wedge T y\})=n \bmod m$

$$
\left\lvert\, \begin{aligned}
& S x \\
& \mid C(x) \vee C(x) \\
& \mid C(x) \wedge C(x)
\end{aligned}\right.
$$

where $n, m$ are integers, $S$ and $T$ finite or co-finite subsets of $\mathcal{S}, F$ a finite or co-finite subset of $\mathcal{F}$ and $n \bmod 0$ is defined as $n$. The semantics of the first type of constraint is: $C(x)$ holds if the number of edges of $x$ going from the root to a node labeled by a symbol of $T$ is equal to $n \bmod m$. The semantics of $S x$ is: $S x$ holds if the root of $x$ is labeled by a symbol of $S$.

1. Show that the constraints are closed under negation. Show that the following constraints can be expressed in the constraint language ( $F$ is a finite subset of $\mathcal{F}, f \in F, A \in \mathcal{S})$ : there is one edge labeled $f$ from the root, a given finite subset of $\mathcal{F}$. There is no edge labeled $f$ from the root, the root is labeled by $A$.
2. A set $L$ of flat multitrees is counting definable if and only if there some counting constraint $C$ such that $L=\{x \mid C(x)$ holds $\}$. Show that a set of flat feature trees is counting definable if and only if it is recognizable by a feature tree automaton. hint: identify flat trees with multisets over $(\mathcal{F} \cup\{$ root $\}) \times \mathcal{S}$ and + with multiset union.

### 4.8 Bibliographic notes

RATEG appeared in Mongy's thesis [Mon81]. Unfortunately, as shown in [Mon81] the emptiness problem is undecidable for the class RATEG (and hence for AWEDC). The undecidability can be even shown for a more restricted class of automata with equality tests between cousins (see [Tom92]).
The remarkable subclass AWCBB is defined in [BT92]. This paper presents the results cited in Section 4.3, especially Theorem 33.
Concerning complexity, the result used in Section 4.3.2 (EXPTIME-completeness of the emptiness of the intersection of $n$ recognizable tree languages) may be found in [FSVY91, Sei94b].
[DCC95] is concerned with reduction automata and their use as a tool for the decision of the encompassment theory in the general case.
The first decidability proof for ground reducibility is due to [Pla85]. In [CJ97a], ground reducibility decision is shown EXPTIME-complete. In this work, an EXPTIME algorithm for emptiness decision for AWEDC with only disequality constrained The result mentioned in Section 4.5.

The class of generalized reduction automata is introduced in [CCC $\left.{ }^{+} 94\right]$. In this paper, a efficient cleaning algorithm is given for emptiness decision.

There have been many work dealing with automata where the width of terms is not bounded. In [Cou89], Courcelle devises an algebraic notion of recognizability and studies the case of equational theories. Then he gives several equational theories corresponding to several notions of trees like ordered or unordered, ranked or unranked trees and provides the tree automata to accept these objects. Actually the axioms used for defining these notions are commutativity (for unordered) or associativity (for unranked) and what is needed is to build tree automata such that all element of the same equivalence class reach the same state. Trees can be also defined as finite, acyclic rooted ordered graphs of bounded degree. Courcelle [Cou92] has devised a notion of recognizable set of graphs and suggests to devise graph automata for accepting recognizable graphs of bounded tree width. He gives such automata for trees defined as unbounded, unordered, undirected, unrooted trees (therefore these are not what we call tree in this book). Actually, he shows that recognizable sets of graphs are (homomorphic image of) sets of equivalence class of terms, where the equivalence relation is the congruence induced by a set of equational axioms including associativitycommutativity axiom and identity element. He gives several equivalent notions for recognizability from which he gets the definitions of automata for accepting recognizable languages. Hedge automata [PQ68, Mur00, BKMW01] are automata that deal with unranked but ordered terms, and use constraint which are membership to some regular word expressions on an alphabet which is the set of states of the automaton. These automata are closed under the boolean operations and emptiness can be decided. Such automata are used for $X M L$ applications. Generalization of tree automata with Presburger's constraints can be found in [LD02].

Feature tree are a generalization of first-order trees introduced for modeling record structures. A feature tree is a finite tree whose nodes are labelled by constructor symbols and edges are labelled by feature symbols Niehren and Podelski [NP93] have studied the algebraic structures of feature trees and have devised feature tree automata for recognizing sets of feature trees. They have shown that this class of feature trees enjoys the same properties as regular tree language and they give a characterization of these sets by requiring that the numbern of occurrences of a feature $f$ satisfies a Presburger formula $\psi_{f}(N)$. See Exercise 63 for more details. Equational tree automata, introduced by H.Ohsaki, allow equational axioms to take place during a run. For instance using AC axioms allows to recognize languages which are closed under associativitycommutativity which is not the case of ordinary regular languages. See [Ohs01] for details.
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[^0]:    ${ }^{2}$ Presburger's arithmetic is first order arithmetic with addition and constants 0 and 1 . This fragment of arithmetic is known to be decidable.

