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be replaced by & term of the form t,. For example,
on. can be expressed as

)) = 8 (x) *face (x)
".'-l.- Ly
ation routines can often be expressed in this way also.
e !ﬂlluwt'n: rules will tranaform a Boolean expression in-
',q:,-{ 7l into disjuncrive normal form:
""* cap) + () v (Ty)
"wa} () a ()

'I'E:

galpva) + (ny) v (xaz)
‘Te show such programs are correct, one only needs to show that
a are valid in the intended interpretations, and that the final
n will have some desired form, We are interested in proving
:E puch programs, Namely, we want to show that there is no
Mﬁ“ uquepne Upy Ugy Uge eos guch that for all i, Uy g Con be
:{gﬁhh_l.i_gqﬂ_ from uy by a replacement using 4 term rewriting rule. It is
-easy to show [3] that termination is in general an undecidable property of
‘such programs, However, we sre interested in methods for proving termination
‘that frequently work in cages of practical interest. These methods are based
@."m:ll—:ﬁ:rhn&ad orderings. We presented some work in this area in [2 ],

but at that time we did not have a good way to deal with the replacement
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% {y + 2} + why + i*z and similar replacements. We now present & general
proof technique which easily handles such replacements, together with
replacements such as those mentioned in [ 9], For other work in this
ares, see [1], [2), [41, [51, [6), [7], [8].

We present an ordering on terms called the path of subterms

ordering. It 18 aimilar to the path ordering definmed in [9 ] but is
defined recursively. We show that this 1s a partial ordering, and then
that 1t 1s a "partisl simplification ordering" as defined in [9 1.
Proving well-foundedness turns out to be somewhat difficult. We then
present efficlent methods for computing the ordering on ground terms and
on non-ground terms. Finally, we present a peneral class of replacements
s + t a1l of which are simplifications in this ordering.  That 18,

t < & in the ordering. Any term rewriting syatem all of whose replacements
are of this form i guaranteed to terminate. The two examples ment ioned
above are both of this form,

Given terms & nnd t, we can in many cases efficiently compute
whether t < & in the path of subterms ordering. 1f By, <8y in this
ordering for 1 < 1 £ n, then the set 8, ™ By «ery 8 * ok of rewrite
rules is guaranteed to terminate. This research therefore gives on
efficient, simple method for providing proofs of terminatfion of sets

af rewrite rules,

2. Simplification Orderings
Définition: A term is an expression formed from function
symbols, constant symbols, and variables, properly combined. Thus

£ix, gle, ¥)) 1s.a term. We consider constant &ymbels as function

symbols having no arguments. A term without variables in it is-a ground cerm:



oni We say an ordering <" {g well-founded If there

:E. tll tz! :3‘ vv+ Buch that ti > t1+1 for all

1 Eﬂ"!" the following four properties:

s Ir. {8 a well-founded ordering.

. (Gonalstency with respect to substitution) If &, and

_'_'.;E are terms and 21 < I;2 in the ordering, then for all
,::;:hn;.i;utinnp 0, 1:19 < tzﬂ in the ordering.

{Consistency with respect to subterm replacement) 1f y
18 a subterm of Eys and ¢, is obtadned from £y by replacing
By by #,, and 8; < 8, in the ordering, them t, = L, in
the ordering. |

Iq_ug:;_itivel}r. these are deslrable propertles for a simplification
ggqﬂﬁgigﬂutg have. Property 2 puarantees that the simplification process
must terminate. Property 4 guarantees thac simplifying a subterm will
':.'i].ﬂﬂﬁ:_:ﬂm?liﬁ the whole term, 80 pimplif:inu_rtqu can he done "locally"™.

Definition: A partial ordering on terms is 8 partial simpli-

-__Hﬂl‘lﬂ.nn ordering if it has properties 2, 3, and 4 as above, Thus 1t

-r.gua na‘.t be a total ordering on ground Corms.



A replacement I8 an equation that can only be used in one

direction. We writa El o, =5 to mean that aoy Instance of 5, can be

replaced by the corresponding inatance of By

Definition: & replacement s

1 + 85, 15 a simplification witch

tespect to a simplification ordering if 8, 18 less then By with
reapect to the ordering.

Definition: A term t is obrtained from term 5 using the
replacemant E, Tty 1f there ls some pubstirution & with the fallowing
properciea:

515 is a subterm of 8, and t 18 obtalned from & by replacing
aneg oocurrence of “iE in a by Eiﬂ‘

Note that 1f l:i < 8, in some partial simplificarion ordering

then t,8 < 8,8 alao by conslstency with respect to substitutlen. Hence
t < 8 by consistency with respect te subterm replacement,

We say rhat a aet By * Eys By = Cyqoaaey B F £ of revrite

ruled fails to terminate on input u, If there is an infinite sequence

Uy s uz. u3. «»+ Buch that far all 1 > 1, Uy ia obtained from My

using some replacement in the set. IFf no such infinite sequence exlscs,

we say the set of rewrite rules terminates on Input Uy

Theorem [ 8] Suppose a, + Eis +evs B, * t_ 18 a set of rewrite

1
rulea. Suppose there is a partial simplification ordering "<" such

n

that I:i < éi in the ordering for 1 <1 < n. Then the set of rewrite
rules terminates on all Inputs.

-

Proof: Assume the rules fall to terminate on input g
Let g uE' u3, «vs bean infinite sequence of terme such that for all
i-21; Ui is obtalined from u, by using some replacement in the set of

rewrite rules. We showed above that Wi+ < oy in the crdering, for all 1.
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Hence Ups Mpy gy oo ig an Infinite descending sequence in the ordering.
Sut this is impossible, because a partial simplification ordering ls
well-founded. Thus the given set of rewrite rules is guaranteed to

terminate on all inputs.

3, Multisets

A multiset is a set in which an element can occur more than
once. ¥e write multiset union as W or somctimes Y, The number of
seeurrences of an element in A Y B 18 the sum of the number of its
pecurrences in A and B.

Definition: I1f 8 is a multiset of elements prdeted by
somi total order relation, lec List(5) be a list {Hl. Bos veva uﬂ]
oF the elements of § in nen-increasing order. Each element must appear
the same number of times in List(5) as in 3.

Definirion: Suppese "<' is a partial ordering such that

there oxists an equivalence relation "=" satisfying the following condicions:

R Ky and ¥y = ¥y {mpliea * < ¥ il 3 %y ot

1
oowy TRy 1£f *y and %, are unrelated in the ordering
{that is, 1{11 < xzj and 1{32 < nlﬁ}.
We then write x, = X, to Iindicate Xy € Xy O Xy = %ge Aloo, we write

[x) to zofer to tho ssuivalence elass of x in thio equivalence relatilon.

That 1s, [x] = {y: yax!.

Given such a partial ordering on some set 5, wo define a
partial ordering having the same property, on finite multisets of

elements of 5 a3 follows:

Suyppose U and V are multisets of elements of 8. Suppose

¥+ V. Let {ul. Moy weey "k} be Liat{l) and let I”l‘ Vg eeea vi}
be ldez (V). Tf [u 1, [yl wees [u,] 15 a nrefix of Lvlj. I?I}. cave vy
we say U < V. 1If [ull. [vzi. S [vL] is a prefix of [ulI, [“EJ‘ S E“k]

we say V < U. Otherwise, let j be min{i: Uy = vy 0T vy < “i}‘
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Then wa say U < ¥ if ”j < ?]' U >V if uJ > vj‘ We call this ordering

on multisets the ordering induced by the crdering on 5.

4. The Path of Subterms Ordering

We now define the path of subterms orderlng amd shoew that
it 18 & partial simplification ordering. We assume that there is a
total ordering on the function and constant symbols F appearing In terms
t that we are dealing with., If g *» f In this ordering, we intuicively

think of g as being more complicated than f, and we say g is larger than

£,

4,1 Definition of the Ordering

Definition: If t is a term of Form £{t;, ..., tn}* a
path of subterms of t is the sequence consisting of ¢t {taelf Followed
by a path of subterms for t, for some 1, 1 =1 % n. Ift is
variable, then t itself is the only path of subterms for t. Thus
a path of subterms for £{g(a, b), ¢) is the sequence £(gla, b}, c),
gla, b), b. Also,a path of subterms of the term E(x, g(y, c)) is the

sequence fix, gly, c)), gly, <), ¥.

Definitlon: Let SPaths(t) be the sultiset of paths

of subterms of t. More precisely, if t is of the form f{tl. imny tn}
m
then SPaths(e) is {c} 11'-"1 SPatha(c, ). If ¢t iz a constant symbol

¢, then SPatha{t) is {c}. If t iz a warlable, then SPaths(t) is {ck.

Definition: If t is a term of the Enr-.f{tli oy tu}.
n
s

ler PSPaths{t) be A

1 SPaths '[!:i] =



Definitien: If o« is a sequence of terms, then Subseq(a)
is the multiset of subsequences of a. Thua Subseq(tB) = {t, A¥Subseq{i) =
{£)Subseq (B} W Subseq{p). Also, Subseq{A) = A. (Here A is the sequence

of length zero.)

Definition: Suppose t and u are teérms. We say t and u are

equivalent up to & permutation of arguments if ¢ and u are both variables,

of if

a}) the top=level function symbole ef e and u are identical.

(S8uppose £ le of the form Flt t“} ond u is af the

1' LI
Farm F[ul‘ e un]}, nnd

b} there is a one-to-ane correspondence between the multiset [11, oo

and fut. e un} auch that 1f t, and uy correspond to each
ather then £ and uy are equivalent up to a permutation
of arpuments.

Example: f£(gla, b), hia, c)) and £{h{a; =), glb, a)) are equivalent

up to o permutitlon of argumants. We write s % ¢ 1f B and t are 1dentical

Hp ke A pesmiitatlon of argumnents,

Defindtion: If t 8 a term, then Sizeic) is the sum of the
number of occurrences of all funceion symbole, constant symbole, and
variables in t. For example, Sizeffi(x, F{x, c)))} = 5,

Given ground terms 8 and t, the following procedure will
-afficiencly determine if s and t are identical up te a permutation of

ArTguments,



Suppose 8 1s of form f{ﬂl. S an} and t is of form f{tl,
(1f the top-level function symbols of s and t are not the same, s and
t are clearly not identical up to a permutation of arguments.)

Let s; and ti ba “canonical forms" aof 8, and t,, respectively.
We cbtain che canonical form recursively in a manneér to be described.
Let &," 8" .., sn" and £ £, Ll £," be a listing of the multisecs
Isl v oeey 8 ") and {tl’¢ ST :n’J. respectively, In non-increasing
order. Any total ordering on grotnd terms will do here; lexicographic
ordering Is probably the mimplest to use.

The canonical form of 8 is defined to be f{ul". R ln"}
and that of t is defined to be E{t]”. R tn"}- If these canonical
forms are idantical, them s and t are identical up to a permutation of
arguments. Otherwise, 3 and t are not identical up to & permutation
of arguments.

Suppose 8 and t are not ground terms. Let Hyroo Xy be the
variables appearing in s and t. Let Eprerty be new constant symbols.
Let 8* and t™ be & and t with LT replaced by €y everywhere, for
l12145m Then 5% and t* are ground terms, and 8% % t% {ff & % k.
Hence the above procedure can be applied to s* and t*.

Agsuming-that the set of funetion symbolas is fixed, the
time Tegquired to put & in ecanonical form is ﬂfsizata}z} using this
method. The time to teat if = and t are identical up to a permutation
of arguments is then D{Eite{a}z + Sizett]zlﬁ Later we will pive a

more complicated method for decidimg If & * t, that has a better

asymptoctic cime bound.

vl B
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Definledon: Suppose Bys Bayr nens Hm and tl’ tE‘ cree Lo
are paths of subterms. We write 3]. Sy sevs ﬂm e rl. tz. o tn iff
a) m*= n.and

) for mll 1, 1 <1 <m 8, v E,.

i 1
In this case, we say that the pathsa Byv Hos cean B and tl' tE' cany b
are ldentical up to a permutation of arguments.

Definition: The Intermediate path of subterms ordering

on ground terme i defined as follows:

Suppose f 1s the top=-level function symbol of ground term
E and g {8 the top=level functlien avmbol of ground cerm u: Than
t € u in the intermediante path of subterms ordering 4if £ < g in the
functlon saymbol ordering.

Suppose bath t and u have the same top-level function sysbol
f. Buppose t i of che form f{:l. Lay soey tnh and u 1w of the form
!{ul. gy« uﬂ}. In this case, we define the ordering recursively,
assuming cthat wa already know how proper subterms of t and u are ordered

with respect to each other in the Intermediate path of subterms ordering.

Let 5 be the get of terma r avch that v I8 a4 proper subterm
of t or u. Assume Iinductively that all elements of & are ordered with
reéspect to each other by the inteérmediate path of subterms ordering,

except those terms which are equivalent up to a permutation of arguments.

Order sequences of elements of 5 lexicographically. That

i, 1 § = Qv <y 9y and T = ¢

; pr ot r Aare two sequences aof elementsa
af 5, then q < 1 if
a) [ is empty and r is non-empty
b qy < Iy in the intermediate path of subterms ordering, or
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) ql and £, are esquivalent up to a permutation ok arguments,

1
and (Qas coes 950 € {Tyy ..., £_) in the lexicographic
ordering on sequences of elements of 5.

Order multisets of sequences of elements of § by the multiset

ordering induced by the above ordering on segquences.
If o and 8 are paths in PSPatha(t) W PS5Patha(u), then order

a and B by the above multiset ordering on Subseq(a) and Subseq(B).

We say ¢ < u in the intermediate path of subterms ordering
if PSPaths{t) < PSPaths{u) in the multiset ordering induced by the
above ordering on paths,

It i8 not difficult to show that t and u are ordered with
reapect to each other in this ordering unless they are equivalent
up to a parmutation of arguments. Thua we obtain by induction the
result that groind terms are ordered by this ordering unless they are

equivalent up to a permutation of arguments.

befiniegien: Let t and u be arbiltrary ground terms. Shen

t < u in the pach of subterms ordering if SPaths(t) < SPaths(u).

That 18, we order SPaths(t) and SPatheiu) by the multiset ordering
induced by the ordering on pathe of subterms. The purpose of Cthis
definition is to eliminate the larpge dependence of the ordering on the
top=level Function symbols of t and u,

The fntuition behind this definition is chat we want to
weight function symbols more 1f they occur at the top of a more complex
subterm. Thus the * in x*{y + =z} would be welghted more highly than
either # in x*y + x*z, and so we get thar x*(y + z) + x*y + x*z i5 &
gimplification in the path of subterms ordering, extended to non-—

ground terms in the usual way:
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Definition: Suppose s and t are cerms, posalbly wich wvariablea
in them. Then s < £ Iin the path of subterms ordering if for all -subsci-
tutions @ sauch that &% and t8 are ground verme, 868 < B in the path of
subterms ordering on ground terms. Note thatthls definition guarantees

that the path of subterms ordering is consistent with respect to substi-

tution.

4.2 Proof that the Ordering is & Partial Simplification Ordering

We now show that the path of subterms ordering is a partial
ordering, is consistent with respect to subterm replacement, and is
well=Founded. We have just noted that it Is conslstent with respect

to substdtation.

Theorem 4.1. The intermediate path of subterms ordering

on ground terms 1s a partlal ordering. That is, It 1s non-reflexive,
anti-symmetric, and transitive,

Proofi Suppose t1 and tﬂ andd 1;3 are ground terms. Let Sub-
terms(t) be the set of proper subterms of t. Let 5 be Subterms(t ) U
Eubtﬁrm#(tzj L Suhterma{tjl- Asaume inductively chat the inctermediace
path of subterms ordoring {8 a partial ordering om 5. Also, note that
if LI 5 and 8, E & and By iy fails to hold, then either 8; < 8,
or 8, < &, in the intermediate path of subterms ordering. It follows
that this ordering 1s a partial ordering on sequences of elements of
8, ordered aa specified. Hence it ism a partial ordering on multisets of

-geguences of elements of 5, ordered by the induced multiset ordering. Hence if

tl' EE, and t, have the same top-level function symbol, the intermediate
ordering is & partial ordering on {tl. tE' t3]. If the top-level
function symbols are not the same, it 18 easy to show that the {nterme-

diate ordering i= atill a partial ordering on [tl’ Eqgs tj}-
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Forthermore, since the intermediate path of subterms ordering
is a partial ordering on all sets of three terms, it is a parcial
ordering en the set of all terms.

Corpllary: The path of subterms ordering is a partial ordering.

Exppf: The path of subterms ordering on tl and t, iz the
same a8 the Intermediate path of subterms ordering on E[:l} and fttE}
for some funceion symbol .

We now recall some basic properties of the subsequénce ordering
adapted from [ 9 ].

Suppose a and B are sequences of terms. Suppose & and t are
terms, and s % £, Theén Subseq{n) < Subseq{i) 4Ff Subseq(aa) < Subseq (cf}.
Also, Subsaqfa) ¢ Subseq(f) 1ff Subseqg(as) < Subseq{Bt). In addition,
1f a %~ B does not hold, then eirher Subseq{a) < Subseq(8) or Subseq(f) <
Subseq(a). It follows that 4f o is & proper prefix or a proper suffix
of B, then Subseq{ax) < Subseq(R).

Suppose o and B are sequences of terms. Suppose a = o, 80,
and B = ﬂitﬂz wher Gy O, El* and ﬂﬂ are sequences of terms and & and t
are terms. Suppose & 18 a maximsl term in a and t 18 & maximal term
in B iIn the Intermediate path of subterms orderins. Suppose a doas

not eccur in a, and t dees not occur in El. Then Subseqg{a) < Subseq(g)

1ff any of the following conditions are trie:
l. & < t in the intermediate path of subterns ordering
ds 8 % tiand Subﬂeq{ﬂi} < Eubseq{ﬁz}
3. 8% toand By EE and Subscqful} < Suhaeq[ﬂlj.
Theoream 4,2 Buppose &8 and t are ground terms and s is a

strict subterm of t. Then & < t in the rath of subterms crdering.
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Proof: We know that s < t iff SPatha(e) < SPaths(t} in the
multiset ordering, For every path a in SPatha(s), there is a path
8 in SPaths(t) such that o is a proper suffix of 8. Hence a < B
in the ordering on paths of subterms. Hence the maximal element of
§Patha(s) is less than the maximal element of sPaths(e) in the ordering
on paths of subterms. Hence §Paths(s) < SPaths{t), and 8 < t in the
path of subterms ordering.
Theorem 4.3 Suppose w and t are ground terms and s is a atrict
subterm of t. Suppome that the top-level function symbols of & and t©
gre identieal. Then s < t in the intermediate path of subterms ordering.
Proof: We know that & < t in this ordering if PSPaths{s)} <
PePathu{t) in the ordering on multlsets of paths of terms. But PSPatha(s) <
PSPatha(t), by an argument simllar to that u=sed in the above thsorem.

Theoram 4.4 Suppose t 1s a ground cterm of form f{tl, R Ln}.

Buppode ti 1s a ground term which is simpler than tj in the path of
subterms ordering, for some §, 1 < j «n. Let t' be the term
Elty s vnes tyoyt ti, Eaggr wnn t ). Then £' < t in the path of
subterms ordering.

Proof: We know that t' < ¢ iff SPatha(t') < SFaths(t).
Mow, SPathe(t') = {t')PSPathe(c’) and SPaths(t) = {t}PSPatha{t}.

We first show that t' < t in the intermediate path of subterms

ordering., Since ¢! and t have the same top-level function symbol,
t' < t In this ordering iff PSPaths(t’) < PSPatha(t). But

n

PSPathe(t’) = iﬁl SFathﬂ{ti} W EPatha{tj} and

14
m
PSPaths(t) = ﬂf] EPaths{LlJ, Hence PSPathale') < PSPatha{e) 1ff

5Pﬂth3{t5] < spnuhsqtj}. But this is true because ti < e in the path

of subterms ordering.
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We now show that t' < ¢ in the path of subterms ordering.
We need to show that {t'}PSPatha(t') < (t}PSPaths(t). This 1s true
because t' < t in the Intermediate path of subterms ordering end because
P5¥aths(t') < PSPatha(t) as showm ahove. This completes the proof,

Corollary 1: Suppose t is a ground term and & is 8 subterm
of t. Suppose a' is a ground term and s8' < 8 in the path of subterms
ordering. Suppose t' 18 t with an occcurrence of s replaced by &',
Then t' < t in the path of subterms ordering.

Proof: By induction, using the above theorem.

Corellary 2: Suppose t {s an arbitrary term, possibly with
variables in it. Suppose & ia a subterm of t. Suppose s' 1ls another
term and 8' < 8 4in the path of subterms ordering. Suppose t' is ¢
with an occurrence of & replaced by 8'. Then t' < ¢ in the path of

pubterms ordering.

Proof: Using Corollary 1 and the definitien of the path of

subterms ordering on non=ground terms.

h.2.1 Well=Foundednoss

We now show that the path of subterms ordering ls well-

founded.
Theorem 4.5. Suppose a 18 8 maximal path of subterms In
SPaths(t) for ground term ¢, Buppose o is tl. tz' . tu1 {Thus

each H is a top-level subterm of Eyyr for 2 £ 4 = n, 4nd £y is ¢

and t 1is a constant.) Then for all 1, 2 <1 < n, the path Byv Eyggn

rery B 16 a maximal path of subterms in PSPatha(t, ).

1

Proof: 1If not, we could replace ti, ti+1' M= tn by n

larger path to get a larger element of SPaths(i).



Thesrem &4, 6. Suppose t, @nd t, are ground terms and o,
:ﬁﬁﬁ ﬁ! are maximal paths in Eraths{tlh antd EPhtha{tE}. rogpectively.
“Hypnqgg.nl -'ElulTl and a, = HE“EYE where ﬂl. Hi' Yy» ¥y 8Te sequences
ﬁﬁi ;n;mﬂ;anﬂ-vl. ¥y are Cerms. Suppose that vy and v, are the same
o within & permutation of arguments, Then
a) Y and Y, are the same co within a persutation of
arguments, and
bl a4, <0, In the path ordering L{ff B, < B, in the path
ordering.
Proof: By the above result, Ty and ¥, Are maximal elements
of SFlthI{?l} and EPutha{vﬂ}. respoctively. Since v, and v, are the

aame to within a permutation of arguments, so are Ty and Toe

Thlrcfugc By and t, have esgentinlly the same suffix (namely,

Y11y ar ?iTziq Henow Suhunq{n:} < Eubseqtuzj LIf Hl < 52. This

completes the proof.

Dofindicion: IT a 18 o path of subrerms, let mtffa) be
the maximum top-level function symbol of any term in o, In the functlon
aymbol ordering.

Definition: If o is & path of subterms, ler me(a) be the

[irat term in a whose top-level function symbol fs mef ().

Theorem 4.7. The term mt{a) ia the largeat term in a in
Ehn intermediate path of subterms ordering.

Proof: The largest term in a In thig ordering must have
mtE(a) ag its top—level function symbal, by definition of the intermediate
path of subterms ordering. Also, if vy and v, both occur im a and both

2

have f as their top=level function symbol, and if ¥, obccurs befcore



=17=

Vi in a, then v. is & proper subterm of V1 and so Va < ¥y in the

.l
intermediate path of subrterms ordering by Thoorem 4.3. This
completes the proof.

Theorem 4.8. Suppose tl'anﬁ €, ars ground terma and

hl iwnad ui are maximal paths in EFathB{tl} gnd EFatthLE}. regpectively.
Suppose a, = Elu1$1 and Ry = EE?EYI where Bl' EE‘ Yy Yy @re sequences
of terms and “1' Vv, are cerms. Suppose that ¥y and v, Are Ehe maximal
terms in 3y and B respectively, in the intermediate path of subrerms
ordering. Then
a) 1if Y1 < ¥y in the intermediate path of subtérms ordering,
then o, € oy in the path ordering, and
b} 1f vy and v, are identical te within a permutacion of
arguments, then oy < a, in the path ordering iff 51 < ﬂ!
in the path ordering.
Proaf: The first part follows because Hublnqtat} < Euha:qtnzj

if the maximal element of nj is less than the maximal elemont of By

The mecond parc follows by cheorem 4.6,

Note that this result, together with the provious result,

givesus a reasonably fast way to decide whether a, < g in the path

1
ordering, assuming we know how all terms in oy and @, are ordered in the

Intermediste path of subterms ordering.

Definition: If s is & ground term and o 18 a path of
subterma of s, define the stepping sequence of o to be the sequence Vir ¥
ol elements of o defined as followa:
a) v, is mt(a)
B) For 1 £ 1 < m,let oy be the portion of a up to bhut not
Ineluding V- Then Y 1= mtfui} for 1 £ 414 < m.

2 v oW gy
n

gr e



), Suppose s and t are ground terms and a and B

f aubterms from s and t, respectively. Let Byv wers By

'-.'d.:‘-.':u'-"‘ -h.n the stepping sequences of o and A, respectively.

{i: s, and t, are not the same to within a permutation of

L A5 6 xtate, Thes

' : 'n-:#.{nﬂu path ordering 1ff

@) the stepping sequence of a is a proper prefix of
_tﬁlt_nf B or

~ B) j as defined above extsts and 8y < t, in the nter-
mediate path of subterms ordering.

- .'.El.' 4 a8 defined above exists, then for all £ 2 ] such

. ﬂut i < min(m, nl, 8, and t:‘. are not the same to

I ;;I.“'.uhm a permutation of arguments.

'_ m.l combination of previous results.

.:-tﬂuu that this allows us to compare paths in time pr_n‘pnﬂ:_ium.l
umber of distinee function symbols, assuming that the stepping
jat Hﬁm and that we can in constant time compare Cerms
jigﬁlf.in the intermediate path of subterms ordering. In facrk,

s it dn O(log|F|) time, where ¥ is the set of function symbols,

,‘M;quﬁr search and making use of ohservation 1.

Theorem 4.10. Suppose s and t are ground terms. Then s < t
in the path of subterms ordering 1Ef
4) s and t have the same top-level function symbol and
s £ t in the intermediate path of subterms ordering or
b) & and t have different topdevel function symbols and
a < B in the path ordering, whers a = m{_ﬁi‘athu,[:’.‘l}

and § = m;{ﬂ?atﬁﬂ_(ﬂj*
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In fact, even if a) s true, & < B where a = max({SPaths(s))
and B = max(SPaths(t)). However, since o begins with s and £ with t,
we need to know the intermedisce path of subrerms ordering on 5 and ¢
in order to compute the ordering on o and B.

Far tha remainder of this sectfon, we will allow the pet of
function syebols to be infinite. We require the function symbol ordering
to be rtotal and well-founded. The use of infinite sets of functiom
symbols will be ueeful for other applications (not discussed in this paper).

We write the sequence €., by Lqe +oo a8 IL[}i. Thus
:i. t;. :;. «os ia written {L:]J, and nj. :i. :i. .+« 18 written {ti}i.

befinition: Suppose [li]i lg an infinite sequence of arbitrary
pbjects. We say a is the limic of {ai]'1 {f there exiats k such that
for all 1 2 Kk, a;, = a.

Definition: Suppose {ti}L {s an infinite sequence of terms.
Suppose 11. 12, 13* ... i8 8 monotone increasing sequence of positive
integers. Suppose '[u]]fl is a wequence of térms such that for all § > 1,
u, is a proper subterm of t111 Then we say {"]]j is a subsequence of
proper subterms of {t.},.

We now show that every infinite descending sequence of ground
terms has an infinite descending subsequence of proper subterms, all
with the same top-level funetion symbol. Let {til1 be an infinice
descanding sequence of ground terms. Then there must exist an infinite
descending Bequence {ni}i of paths such that a, e EFﬂthH{ti} for all
i » 1. By considering the stepping sequences of the o end making use
of the fact that the functlon symbol ordering is well-founded, we can

show that there 1s an infinite descending sequence {vj]j of terms such



F

:ﬁﬁit 311 ﬂa have the same top-level function symbol and such that for

somen > 0, for all § > 1, v, occurs on the path o, . By considering

i
\elements of PSPaths(v,) for J > 1, we can show that {v,}, has an infinite

]

decreasing subsequence of proper subterms, all with the same top-level
function wymbol. Hence (t,}, has an infinite descending subsequence
of proper subterms, all with the same top-level function symbol,

pefinition: Suppose t is a ground term and [ is & functiom
wymbol, Then maub,(t) = max{u: u is a proper subterm of t and the
top-level funerion symbol of u is greater than or equal to £}, 1f some
luih“luh:url u exists., By "max" we mean a maximal cerm in the path of
subterms ordering, chosen in some conslstent way.

Definition: Suppose t 1w a ground term and 1 is a Function
wysbol. Then Msub (t) is max{u: u 18 a subterm of ¢ and the top-level
function symbol of u is £ or larger than fl, Lif some such mubterm u
exlets. Thus Htﬁhf{t] is the mame as maubr{t} axcept that we do not
require Huubf{:} te be a proper ‘subterm of t. In face, Lf the top-level
funetion #symbol of t ia [ or larger than f, then H:uhfinﬁ = . Also,
1f the top-level function symbol of t is smaller than £, then Hﬂuhfft]
exists Lff muhf{t} does, and in that case Huuh{.{til = msub (L),

In particular, Hsuhf{n} axlscs 1ff s contains a function
symbol larger than or equal to £, and mauhf(u} oxiats 1ff some proper
sibterm ¢ & containa a function symbol larger than or equal to £,

Definition: Suppose Etl}i {5 an infinite sequence of ground

terms and f 18 a funcrion symbol. Suppose u, " Hhuhf{L13 for-all 4 > 1.
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Then we call {ui}i a main sequence of subterms of {:i}i-

Usually we say {uibi is & main sequence of {t,},, Wote that all maximal

elements of ﬂFl:hnEtij contain a term equivalent to u, up to & permutation
of arguments.

For convenience, we say u is equivalent to v if u " v,

Definicion: Suppose {I:ii1 ig an infinite sequence of terms.

Then f is a top-level functlion symbol for {ti}l if £ 1a the top-level

function symbol of infinitely many elements of the sequence {t },.

That is, {1 f 1a the top-level function symbol of :l} is infinite.
Definition: Suppose {til1 is an infinite descending sequence

of ground terms. Then the coarseness of {tl}L is the smallest function

gymbol g having che following properties:

1. For all function symbols h > %, no subsequence {“j}J
of proper subterms of 1\:1}i which has h as a top=level
functdon ayvebol, 18 an infinite descending seguence.

2. The set of function symbols h > g such that for some

subsequence {(u ]j of proper subterma of {L{}i. the

J
following are true, l& finite:
a) {uj}j ig an infinite descending sequance.
b) iuj}i has a main sequence with h as a top=level
function symbol.
We call a function symbol g having properties 1. and 2. a

coarseness bound for {(c, ) We will show that 1f there is an infinitae

£71"
descending sequence whose coarseness is g, them there is an Infinite

descending sequence whose coarseness is less than g.
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.f"ﬂﬂ"‘lﬂ' show that the coarseness of any Infinire descending
of ground terms is well-defined. Let {tilt be an Infinite
-Bequence of ground terms, and let 8y I:;n the maximsl Funcecion
: :-"-=I '“'t{a -Then (gi] is an infinite non-increasing sequence, which
mus "‘r-'f- thia limicing value since the funetion symhol ordering 18 a

d ordering. Let this limit be g. Let h be the smallest

' ijtﬁ'ﬂ‘.‘l larger than g, {f it exists. Then h is a coarseness
nﬁﬂli}i ‘Hence there 1ia a Bmallest coarseness bound for {l: } .
'4‘ "r@hhinuw ordering is well=founded, This smallest coarseness
[t[&l:hn the coarseness of {I: ] If no sach h exists (l.e., g

’ mal symbol in the set of function symbola), we can add auch
ko the set of symbols in order to define coarsencss uniformly.

" Lamma 1: Suppose “:1]1 in an Infinite descending mequence

‘terms. Let h be a function symbol. Let W be any subset of

NS RO
the aet # terms W matlafying the following properties:

. 1. For some subsequence {uj}j of proper subterms of {t ],
B s w nccurs infinitely often in some mailn sequence of {u ). .

b
2. The top-level funetion symbol of v is h.

yﬂl'fmhﬂ minimal element, then there fa an infinite descending Bequence
_r; 133 having the following properties:
3 {vjl‘j ia a subsequence of proper subterms of {ti}i

2. The top-level function symbol of vy 18 h, for all § > 1.

Proof of lemma: Let vy be an arbitrary element of W. For

__tj}:.l. I.al: j+1 be an element of W smaller than e Since W has no

ih!,lm element in the path of subterms ordering, such a term Yin

e,_t_-‘._l.;gr_q_;:_r_-ni:t:. Then {werj is an infinite descending sequence, all of

m:&imtn have h as the top-level function symbol. Also, since



each vy opeurs as a proper subrerm of £, for infinitely many s 35 {vj}j

is a subsequence of proper subterms of {t111+ (N¥o v, can occur in the

1
sequence {t ), 1tself, since {l:i]i is a descending sequence. Hence the
vy must all be proper subterms of t, for infinitely many 1.}
Lemma 2! Suppose 8y and B, arae ground terms, and f ia
a fuoction symbol, Suppose s, and 8, have the same top-level function
symbol (nor necessarlly f). Then
ay If mpuhf{nl} and maub (s,) exist and 8, > s, in the
path of subterms ordering, meub,(s,) > maub,(s,) in
the path of subterms ordering.
by If mnuhfisl} oxistes and maub[{lzj does not exist, then
8, > 8, in the path of subterms ordering.
¢) If mauhf{nll existe, then something equivalent to muubf{ull
cccurs on a maximal element of SPaths(s,).
Proof: By comsidering the stepping seguences of maximal

elements of FEPnthnEnl} and PEPnth!ilzi. respectively.

Algo, if 8y and 8y have different top-level funccion symbols,

both smaller than f, and #; > s,, and msubg(s, ) and moub . (s,) exiat,
then msubf(ul}_i matb . (4,) .

Definition: Suppose t 15 a ground term and f {8 a function
pymbol, Let nm.uhi(:;} be max{u: u 1s a proper subterm of t and the

top-level fungtion symbol of u 1s larger than £], if some such subterm

u exisrs.

Wa can show chat msuhélt} satisfies all three propertiea

given in lemma 2 for mnuhrtt}, in a glmilar way.
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Suppose s, and 8, are ground terms, ond [ is a

| If Maub(s,) and Msub(s,) exist and 8, > 5, in the path

of subterns ordering, then Msub,(s,) > Maub(s,) in the

path of subterms ordering.

I'.. :;#.-Wfl}ﬁlj exlace and ﬂuuhlhi? does not exist, theén

[y > 8y in the path of subterss ordering.

ﬂ ;"ﬁ;'-mfﬁll exists, then Msub (s )} or something equivalent
to it up to a permucation of arguments, occurs on a

 maximal clement of SPachs(s,).

Mx #y considering the stepping sequences of maximal
of 8y and 8, respectively.
m; Suppose t 1s a ground term and { is a function

m:ﬂﬂh {t) iw max{ut u is a subterm of ¢ and the top-level

Lemma 4: Suppese f and g are two function symbols, and
e Ml’“ t {8 a grommd term, nnd'l_-IgluhB{t.? exists. Then
'fl-'::"'!";%-'; Faub (Maub, Aedd.

(Proof: Msub () < t hence Maubg (Msub(t)) < Moub,(t).
However, Msub (r) > Moub (t) so Msub {H.luhf!:t.}} > Msub_ (‘tlluh (t}) =

ALY
Meub .‘.}h Thus H,“b () ™ Msub (Msub _(t)). Similarly, Hauh:l".t:}

.-i"

ﬁm ).



Lemma 5: Suppose that 8, and $, are grournd terms and g is

a fuonctlon symbol. Suppose the top=level function symbola of LS and 8,

are both smaller than g. Also, suppose ¥ 24, in the path of subterms orderl
and chat MAubE{ﬂl} and maubﬂ{al} exiget. Lot fl be the largest funcction

gymbol sueh chat Hauhfl{ali exisce and has a proper subterm tl such that

Ey msub {a }+ Similarly, lec f2 be the largest function symbol auch

that Msub EEE} existes and has a proper subterm £, such chat L2 e msub 1

2 2

Then either mnuhgtnl] > msubg{ﬂzl or fl > f£2.
Proof: We know by lemma 2 that msuhﬂisli > mnubgtazl.
Suppose mnuhg{sli u mnuhg{ul} and £, ¢ I,, Then Hnuhfz{s )N ﬂﬂuhﬂfﬂll

and Hﬂuhfifli} > mluh#{azi. Hence Huuhfituz} > Hauhfzfs ) and so

8y * By, contrary to hypothesain,

Lemma 6: Let T for 1 # 1 represent the saquence ti. t;. :;. A

of ground terms, Suppose that Ti is an Infinlte descending sequence

for all L > 1, and that the top-level function amymbal of ti is [ for

i |
1+1

all"d > 1, § > 1. Suppose that T is a subsequence of proper subterms

of Ti. for all 14 > 1. Then for some L, some t ¢ Ti, mauh}{t} exists and

146
1

Propf: For all £ > 1, | > 1 there exists £ > 0, m * 1 such

for some j > 1, & = 1, mnub‘[t} >t

+
that ti : is a proper subterm of g Hence maub {: ) exists.

1+’ JHE
Therefore msub {:i} must also exist. In addition, msub Et: y = ;+1
11
Also, maub . {t } > msub {tj+11_3 wav > maub {Lj+1}. Hence msub {tj} =
We have shown that fer all £ > 1, for all § > 1, muuhfitj} exiats and
for some m > 1, mﬂubE{ti} - ti+1.
Let = he t for all i >1, 3> 1. lat rk+1 be mﬂub {: )
ij 3 i] i}
for all k > 1 such that mﬂuhi{nij} exiats and such that the top-lavel
Functlon symbol of mauhf{;ij} is f. Let ni:| be the maximm £ such that

L .
%5 is thus defined. Let n be m;u{nijz 11, > 1}. HNote that if n > 1, chen
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A } 2 2
Y i . r ; B
%_ m:_i.-;j_ll.*' if n > 2, then By XA g In general, 1f n > k, then

T

We showed above that for all 1, j there exists my > 1

such 'thlt:nliuhfttj] > E:n+1+ Similarly, there exists m, > 1 such that
1

E&’--’{Eﬂl} > |:"+2. Hence 4f n > 1, maub.(msub {:11} > :i+2. In

- s o3 “1 = m, - t el — My

u--.m' if n > k then for all 1, ) there exists m > 1 such that

= 11 then

1]
., n o a 14n
ghere cxiscs m > 1 wo that z,, 2 2y, .. N0V, Zio 0"t

'.IE' e
-’E‘ﬁ.i:”-iﬂ.u* In particular, checse 1 and ] o that n
and
14n g y fn
mapby(t ) must exist, as we showed earlier, Honce mubfizu} exiata,

and '.ﬁ.hl_tu_f_nra has top-level function symbol striccly larger than .
i+n 1+n+l

:ﬁ;i];_n; for -soma & * 1, 1'||li1.l:|.!l.|:1.'m yx ty as we showed enrlier. Hence
' L+t i 14+
ﬂﬂli:‘[lr:j} = ﬂubfiz?ji > nauht.{a‘iﬂhm} >ty wl o Thus mﬁﬂhl-l:t.]:l * L A

Theorem 4.11: Suppose “‘l}i ig an infinice descending sequence

of l"“‘-‘-ﬂd cerma. Suppose the coarseness of {t,}, 18 g. Then “1}1

has |.1j. {nfinite descending subséquence of proper subterms Whose CONrSEness
15 less than g.
Proof: Let H be the set of functien symbols h such that

h > g and such that for some infinite descending subsequence il.lj-"j

of proper subterms of [t the sequence {r-'lsuhg{ujl:'j has h as a top-

l}i'
level function symbol. We know that H is finlte, by definition of

goarseness. For h-e H, lat Wy be a minimal term having h as a tep—

level function symbol such that W, occurs infinitely often in some

h

such main sequence {Hau'hgl:u ”j' We know that w, exists for b= H by

k|
leema 1. Let w be :n:l.n{r.-h: h = H}. We have two cases.



Case 1: Some infinite descending subsequence {uj}j of proper
subterms of {ti}i has no main sequence with any element of H as a top=
lavel function symbol. Let f be the largest symbol occurring infinicely
often in Iuj}J. Then [uj}J has o main sequence with f as a top-level
symbol., We know that f < g since £ £ H.

Case la: Suppose that {"j}j itself or some subseguence
{“j}j of proper subterms of iu:I}_II has the following properties:

aj {vj}j is an infinite descending sequence.

b -[-.rJ]J has no infinite descending subsequence of proper

subterms with [ as a top-level function symbel.
We show that f i{s n coarsenésa bound for {"j]j' Since no funccion
aymhol larger than § occurs in infinitely many u,, [ sacisfies the
firat part of the definltion of a ecoarseness hound., 'The second part
s true for the same reason.

Case 1b: The sequence {ujli and every infinite descending
subsequence of proper svhterms of {uj}j has an infinite descending
gubsaquénce of proper subterma with f as a top=level function aymhol.
In this case, we can show that there exist sequences U o= ["j]j of
ground terms with the following properties, for all {> 1:

a) Ui 1s an Infinite descending sequence.

b) Ui+l i o subsequence of proper subterms of Ui.

e} For all i > 1, 3 > 1, the top-level function avmbol

of uj is [, and no function symbol larger than f appears

in ul.

]

d) Ul is & subseguence of proper subterms of Eui}j-
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i ﬁh&uni case 1 does not apply. Then some infinite

.nufﬁ}” 1ﬁannn {u] 1 of proper subterms of Eti}i hag w occurring
i3 '!:,'t'-- 'h'ut:l.n cthe sequence {Ha.uhﬂlluj}}lj* Since a main sequence
.15:11‘:1“11115.. some suffix of {uj} [ hanm Fhuhﬂi:u‘_! w w for all
" ix. Assume without loss of generality that w Hlubgfu 1

]

, then Maub_(v) < Msub_ (u

§

" ,_Eé_g. If v i5 a prnphr subterm of uj

i -13 :ﬁii an infinite descending subsequence of proper subterms

?'-'iiiﬁ:ﬂhuh {v ) % w for all § = 1. Hence w, w, W .., 15 @
I..l:I I

| sequence of {vJ}J also,

%Egﬁzf be the smallest function symbol such that

é“'iﬁﬂpﬂanh {u1} 1t is easy to show chat f occurs in uy and thac
"iiw (Mab 0

;-':-_'ag_*:!‘ﬂ-':e ~ Msub,(u,) v w for all | > 1. Similarly, if h-JIj

pHF' H&th-dtﬁEInﬂins subsequence of proper subterms of {u]]‘!I

is on infinite non-increasing sequence,

.;,ﬂ iﬁﬁhif“]] Maul [yj} “w for all § > 1, We have two subcases

to consider:
! Case 2a: The sequence {u L J itself or some subsequance

A Ty —
:';j’fwgf-p:nnnr subterma of {uj}j has the following properties:
F aYy .{?j]J is an Infinite descending sequence.
B} ¥o infinite descending subseagquence of proper subterms

of {vj}j has f as & top-level functionm symbol.

_this case, 1t 1s easy to show that f is a coarseness bound for (v }

B g

" Hihﬁfﬁﬁifgﬁn&as —

g1y 1s strictly less than that of (t }

177
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Case 2b: The sequence {uj}j itself agd every infinite
descending subsequence of proper subrerms of {uj}j has an infinite
descending subsequence of proper subtéerma with f as = top=level
function symbol. In this case, we can show that there exist seguences

Ui - {uj}‘Jr of ground terms with the following properties for all 1 = 1z

a) Ui is an infinite descending sequenca.

1+1 &

b} U is a subsequence of proper subterms of U™,

e} For all L > 1, 4 > 1, the top-level function symbol

of u; is [.

d) Ul is n subsequence of proper subterms of {ujlj.
By lemma 6, for some { > 1, for some u e Ui. msuhi(u}

il However, muhé{u} "

1
Ihuh;{u} W oB0 W > uj+ﬁ. Also, Hﬂub%{ui+ﬁ] % owoand wo< uj+ﬁ.

1
becausa ui+£ has { a8 a top-level function symbol, which implies that

i+ﬁ} is 8 proper subterm of u;+ﬁ. Hencoe w 3_-|.|;"Ih|EI and w < u:+ﬁ.

centradietion. Thus case 2b cannot be true. This completes the proof.

axiats and for some § > 1, & > 1, muuh;{u] > u

This 1is

i
Hﬂubriu

Corpllary 1: The path of subterms ordering on ground cerms

is well=Ffounded.

Proof: If not, an Infinite descending scquence of prround
terms would exist. Then we could construct an infinite descending
sequence of coarsenesses; using the theorem. However, this is impogsible

since the function symbol ordering s a well-founded ordering.

Corallary 2: The path of subterms ordering on arbitrary

terms 18 a well=-ordering.
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‘&, Computing the Ordering on Ground Terms
We now give a reasonably efficient procedure for computing

~ of gubrerms ordering on ground terms. In fact, the procedure

B -':L';"' tms ordering. The procedure will also decermine which of the

S L
L

Theorem 5.1. Suppose n and t are ground terms of the form
By oeen :ﬁ} and f{tl. vass t ). rvespectively. Suppose o ¢ P5Paths{s)

snd B ¢ P5Pathe(t) and o and @ are identical to within a permutation

are identical to within a permutation of arguments.

Then there exises 1, J, 1 £ 1 £n, 1 £ 4 = n such that

5 v :
;’. 1z, .-uj I

!553!: Choose 1, | such that 8y in the firat term in the

) _Ij;n_. and t’j is the firat term in the path f. Since o and 8 are

?_.t:-;--- within a permutation of arguments, so are &, and t .

Corollsry: let ag be the maximal element of SPaths(s)

p.’uh‘- {<nand let By be the maximal element of ﬂutl‘u{:i} For

ﬁg‘.t,ﬁ. m. Let A be the multiser Eul. oy enns u“.'l and lat B be rthe
=

HilkL {ﬁll ﬂ:' LR | E_:I.]'I ht [T].' sz - wom Tﬁ] h‘ 'ﬂ ultiﬂ-ﬂ l'.lf h

40 non-increasing order and let {El. '5:‘ e &n} be a listing of B

An non-increasing order. Assume that s, t are not identieal to within

bterus oxdaring Lff ¥, < §, vhere § = min{ii 1wy, &, ave ot idemticel

531&#1% a2 permutation of arguments ).

g
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n
Proof: PS5Patha(s) = iEl SPathaislj and FiPaths(t) =
11}

¥, SPaths(t,). Let {uy, ..., u }bea listing of {8, ooy 8}
such that v, = max{SPatha{uiJ} and let [vl. Snay u“} be a listing

of {tl. e tn} such that &, = max(SPaths{v,}). Then u, and v,

1
are ldentical to within a permutation of arguments, for all 1 < jJ.

Hence the ordering of PSPaths(s} and PSPatha(e) is the same as the

n n
ordering of ﬂfj EFuthsﬂuii and iEj EFn:hn{vi}. But Yy is o maximal
(il
element of 1§j EFa:hsiui} and ﬁj i a8 maximal element of ffj EPathﬂ{vi}.
#lsa, we know that Tj and EJ are pot identical to within a permutation
T n
of arguments. Hence i!h EPathﬂ{qu < ffj EPuthE{UL] iff Tj < Ej.

Hence s < t In the intermediate path of subterms ordering iff Yy < ﬁj-
The f[ollowing procedure will cutput a multiset {tJ, HEES lp}
of ground terms in non-decreasing order in the path of subterms ordering.
It actually outputs all subterms of By 1 £4 = p, along with the
terms t, themselves, in non-decreasing order., For purposes of this
algorithm, we consider different cccurrences of the same subterm to be
different subterms. We sssume a8 ususl that the functlon and constant
symhols of the temms t, are {dentified with the integers (1, 2, 3, ..., kk.
The symbol ordering {is then the usual arithmetle ordering on Integers.
Thus k is the largest function symbol and 1 is the smallest. We say a
term t 18 eligible 4f all proper subterms of t have been output already
bug t itself has not been ocutput. We make use of gqueues Ql. QE, £N g QR

with queue operstions indicated as usual. Thus b % ﬂi means remcve an

glement from the front of Qi and ‘agaten it to t. -Algo, QL = means

"'we mean to

add t to the back of queuve O.. By "Delete 8 from a,
remove elementa of § from qi, wherever they occur in Q (not necesaarily at

the front). The meaning of "Delece T from {}j" ig gimilar.
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'iﬁt"funniﬁ; time of this algorithm is O(L{logh + logk)) whers
' ﬁiﬁﬁfpfj and 0 iz the maximum number of occurrences of any

n (e, tgs +evs by dncluding constants. Note that D < L.
,:fﬂ:'lngﬂ appears because of the necessity to sort the 1ist T,

P8 the algorithm can be restructured to avold this factor of logD,
iin mnalysis sssumes that all subterma ecan be output in unic time,

'”Tilzgﬁbfﬁrm does not actually need to be written out, but only

1 dnformation to identify it. Hence thia assumption seems ta be

¢, To make this sorting possible, wa keep intoger indices

Lgigh*!uhtlrl'tnlling its poaition in the quewe relative to other

dure BOTEER({Ly, Bos vuuy tpj};

for d w1 tokdoq, + N
‘forid =1 o p da
for all subterms ¢t of t, do

{f = top-level function aymbol of t3
Qe * t);

ﬁﬁi:v'[;j}{ﬂ] contains an eligible term) do
{1 = min{j: Q] containg an eligible rerml;
luse a priority queue to £ind 1]

§ + the multiset of elements of Q, all of which are identical
to the First eligible term in Gi. up to a permutation of
Arguments ;

Belete S from O ;
for ] =1 to kdo
if 5 ¢ @ then

repent [T + list of the multisec of elements of ). having at
lenst one element of & as a Eup-l&ﬁél'suhterm! Also,
T 13 sorted in the same order as the elements were in O -
Delete T from @, and append it to the end of Q. ; 1
for a1l t e T(IRt s e 5 be some top=Level subterm of t.
Delete 8 from § and eutput 8)] until T = As
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The reason that this algorithm works is the following:

Let Q1QE+..QE be a concatenation of the gqueues, lisced from
front to back. At the start of the "while" statement, the following
is always trug:

1. 1f u and v are both eligible and u occurs before v in

the list qiqz...qk. then the maximal path of subterms of
u is less than that of v, or else u and v are identical
up to a permutation of arguments.

2. Suppose u and v are arbitrary terms in Qj and u oceurs
before v in qj' Let {ul+ AFLCR “n} be the multiset of
top=level subterms of u that have already been outpur,
and let {vl. - vn} be the multiset af top-level sub-
terms of v that have already been output. Then
{ul. S um} £ dvqe +vew v} in the multiset ordering
induced by the path of subterms ordering on terms.

J. Eligible terms occur in non-decreasing order in the
path of subterma ordering im the 1list q1q2.~+qk.

It 18 not difficult to show that 1. implies 3. By 3.,
we know that terms will be output in the desired order. By l., we

know that the procedure sorttld simulates the path ordering algorithm "sorth"

of [ 9] that scans paths from back te front. Thus we know thar

terms will be output in non-decreasing order according to the ordering
on their maximal paths of subterms. By 2., we know that vhenever a
term bhecomes -E:._'I.igihle, it will be in the proper place in the list
G0,--.08, - Also, It Is not difficult to see that 2. is preserved by

the operations within the “repeat" sratement. We show this as follows:
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u aocurs in qj and has an element s of 5 as a top-leyel

Tk “_.f,...:i-ciﬁﬂﬂ 8 18 larger in the path of subterms ordering than

- E.I: .I.'l-: :r"-l =i
=1 il e
-;__-:;'_;._l.:-"'-, ___t 8o far, the multiset {.l-,, ul’ ey uw]' will be larger

any multiset of a term in ﬂj;ggg_ha?ing an element of ﬁ BS & top-
l. Algo, 1f u and v both have s as a top-level subterm, then
.;Hg%itTT;nhn.{:, Ups eoey um] and {=, Vii e “ﬁ} is the same as
| lﬁu 1{1-11. TR “u} and (v, seay v“}. Hence delecing T
'ihﬁiﬁg {: {appropriately ordered) to the end of qj and
ﬁ-;ﬁ_ﬁrﬁp‘rinu sub-multiset of § preserves condition 2 for qj*
;-@ﬂ_tnnr!pﬂlt mere than once for Qj 1f some term has more than
-Eg?i,ﬁl_ﬁf.ﬂ as a top-level subterm. Note that non-cligible terms
ay appoa “bofore clipgible terms in ﬂj* For oxarmple, 1f no top-lovel

ubtermy of u have been output, then u may appear firsc in qji

We have not specified how to determine If twe terms are

feal up to a permutation of arguments. We can easily modify the

Suppose v © L'.fj and {v,s +oiy vn} is the multiset of top=-
bterms of v output so far., BSuppose u E--Qj and 4 occura
Imnddintely before v In the gueuwe. Let {ul, Eaieh um]' be the multizet
bf top-level subterms of u that have been output so far. Then the hit
1." is 1 if I"..Tl., v bp v“] is identical to {ul, .t 'ty un} up to a
'_.__g-,;_';i:ﬁm of arguments, and the bit is 0 otherwise., That 1&, the

bit i5 1 if m = n and u, v v; for 1 21 < m, and 0 otherwise, assuning

-Hmt{ul_ s um] and {"'.'i.' S un'l are bath listed 1in non-increasing



P e

order. It ig easy to vpdate these bits when top-level subterms of u

or v are output, making use of the fact that ‘all elements of 5 are
identical up to & permutation of arguments. In particular, {vl' U U"} "
{ui. veuy “m} unless at some time o far, T has Included one of u and

v but not the other. Also, if u and v are both eligible, and u

pigcurs just before v in 8 queuwe, then u v v 1ff the bit for v i 1.
Hence the set § can easlly be obtained using these bits, Finally,

two subterms of terms in {tl' Egn seta tp] are equivalent up to a permu-
tation of arguments iff they are output in the same set 5. Thus we

can decide if two terms are identical up to a permutation of arguments
in time O(L({logD + logk)), the same time complexity am the algorithm

to sort terms in the path of mubterms ordering.

6. Computing the Ordering on Non-ground Terms

We now give algorithms to compute the path of subterms
ordering on terms with variables in them. We do not yat have a
completely general procedure but we present methods that will work en

many replacements occurring in praccice, and give fdess for extending

these methods. Our methods always terminate and if they vield an answer

it 15 correct. However, somctimes the algorithm returns "don't know."

Suppose o and & are Paths of subterms and mefia) < mef{g)

in the symbol ordering. Then o ¢ B in the path ordering, since the
maximal term in a will be less than the maximal eerm in & in the inter-
mediate path of subterms ordering.

Definition: If o 1s a path of sSubterms and £ 1l& a function

Or constant symbol, let #E{ul be the mmber of terms in a whose top-level

function symbal is f£.




b.l. Suppose a and B are maxImal paths of subterms
terms & and t, respectively. Suppose that mtf{a) = mef(f)

< 0 (B) where £ = mtf(a). Then a < @ {n the path ordering,
EEES L -
-.- oaf: Let f be mtf(a). Now, o #nd & will be ordered by
L

._w sdiate path of subterms ordering on mt(s) and mt {8), 1f me(a)

-

d at (B} are not identical to within a permutation of arguments,

I '"n‘ni mtf{x) and me(f), respectively, (Perhaps u 1s s or v is t.)}
L ;Eﬁlﬂ'ﬁhtﬁifu}] and let B' be max(PSPaths(v)). Note that

_EI are suffixes of « and 8, respectively. Alsa, #f{n"_'l m #la) =1
#I{E} = 1. Hence #.(a') ¢ ﬂf{ﬂ'}. so a' and 8' are not

l;n within a permutacion of arpuments. Hence s and v are not

1 'l. to within a permutation of arguments. Also, u < v in the Inter-

b path of subterms ordering 1ff w' < 8' {n the path ordering.

If rf{u*} = 0 then a' < 8' in the path ordering since
.;: mthE«' LE #.(a') # O then Fela') < #!I:ﬂ"]' and so0 we can
_-::'ﬁ_in-_l:hmrum inductively to show that a' < #' 4{n the path ordering.
'-1'-'? In the intermedinte path of subterms ordering, and so
sl-:tsg the path ordering, as desired.

I Theorem 6.2. Suppose s and E are two ground terms. and
t and f are maximal paths of subterms from s and t, regspectively.
Let 8, 8, ..., s be the maximal descending subsequence of a and

-
il!1l'.

__'"1- Eor rraa B be the maximal descending subsequence of f. Let

]

3!:- ‘the top=level function symbol of 8; for 1 £ 1 £ mand let £;

‘t}m l:up-level function aymbol of ti for 1 <1 =n. Thema < B

l:lu! path ordering if the sequence flfi""fm ig less than the sequance

?ﬂﬁ;ﬂiﬂ_ﬁ in the lexicographic ordering.
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This theorem can be extended to give a genersl method of

comparing maximal paths, as follows:

Definition: Suppose that & and € are two ground terms and
a and B are arbitrary paths of subterms from s and r, reapeccively.
Then the surface ordering on a and B {s defined as follows:
Let Ty and vy, be the longest possible suffixes of o and
8, respectively, such that Yy ™ Vg Let a be u‘$1 and let & be
E'?E. Let Bys Boy seey 8 be the maximal descending sequence of o'
and let By Epr suey E be the maximal descending subsequence of B'.
Let !1 be the top-level function symbol of 8y for 1 £1 = wm and
lat By be the top-level function symbol of Ey for 1 <1 <n., Then
a € B in the surface ordering LEF
a) the sequence t‘lfz...fIu i less than the sequence
Byfgre By in the lexicographic ordering on sequences
of function symbols, or
b} m = n and f1 i ldentical ta By for 1 <1 < m, and Hm < ty
in the path of subterms ordering on terms.
{(Mote that s_ and L. are not the same to within a permatation of arguments
because 8, oceurs immediately before 41 in a and b, occurs immedintely
before v, in 6. Hence either s_ < ¢t or s >t in the path of subterms

ardering on terms.)

Theorem 6.3. Suppose that =1 and.a2 are two ground terms and

a, and a, are maximal paths of subrerms from 5y and Sas respectively.

1
By "maximal" we mean maximal In the subsequence ordering.) Suppose

a, * 0, in the subsequence ordering. Then o) = 8, in the surface ordering.




- 5E=

‘_. ;L r
aof:s -Let oy be ul_ ¥y and let By ba o

N :
Rl RRETEAG Miey
#re the longest suffixes of a, and o, with this property.

tively that the theorem i true for all paths of subterms

.‘?Eﬁ §§9@¥ﬁ“ for which ﬁl < ﬂl'ﬂnd'ﬁi < oy in the subsequence

| I'_"qli be ByvB) ' where vy = mefa;') and let %y ba Bv8,’
;gﬂﬂiﬁit]' We cannot have vy v v, by definition of b8l and ¥,

& ﬂt_'.;.’;ﬂ the intermediate path of subterms ordering.

Let £, &nd f, be the top-level functlion symbols of v, and

1
"’-iz’ﬁ?lj. 1f £, and f, are not identical, then £, * f,. Tt
that o, > a, in the surface ordering.

Zﬁ@ﬁn@qu that fl and £, ure identical. Since Ty and Yy ATe
§51"?: auffixes of ni_ﬁnﬁ a, such chat ¥y ™ Ypi We cannot hawve
:Fnllll;ﬁl’ and 52' are both empty. If El' and BE‘ are

he surface ordering on o, and a, 1s the path of pubterms ordering

fﬁ;“ugi Since ul.: v, in the path of subterms ordering, nl N

A ;

+ surface ordering.

Suppose Hll and 51' are not bath empty. Theén we cannot have
,-fq;{iaﬂ'.; flence we cannot have B 'v; B,'¥ye Wow. B, 'vy 1o & mavisnl
§anhqﬁf PSPaths(v,) and ﬂ:¢?2 is a maximal elemant nleSEathﬂf?Ei
1 the subsequence ordering. Since Y1 > va In the path of subterms
rder -;, 31*11 > EE.Tﬁ in the subsegquence ordering. We can assume

by indaction, then, that 8,'y, > 8,'y, in the surface ordering.

ftﬁ!&;@i > gy In the surface ordering. 'This compleres the proof.
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‘_. ;L r
aof:s -Let oy be ul_ ¥y and let By ba o

N :
Rl RRETEAG Miey
#re the longest suffixes of a, and o, with this property.

tively that the theorem i true for all paths of subterms

.‘?Eﬁ §§9@¥ﬁ“ for which ﬁl < ﬂl'ﬂnd'ﬁi < oy in the subsequence

| I'_"qli be ByvB) ' where vy = mefa;') and let %y ba Bv8,’
;gﬂﬂiﬁit]' We cannot have vy v v, by definition of b8l and ¥,

& ﬂt_'.;.’;ﬂ the intermediate path of subterms ordering.

Let £, &nd f, be the top-level functlion symbols of v, and

1
"’-iz’ﬁ?lj. 1f £, and f, are not identical, then £, * f,. Tt
that o, > a, in the surface ordering.

Zﬁ@ﬁn@qu that fl and £, ure identical. Since Ty and Yy ATe
§51"?: auffixes of ni_ﬁnﬁ a, such chat ¥y ™ Ypi We cannot hawve
:Fnllll;ﬁl’ and 52' are both empty. If El' and BE‘ are

he surface ordering on o, and a, 1s the path of pubterms ordering

fﬁ;“ugi Since ul.: v, in the path of subterms ordering, nl N

A ;

+ surface ordering.

Suppose Hll and 51' are not bath empty. Theén we cannot have
,-fq;{iaﬂ'.; flence we cannot have B 'v; B,'¥ye Wow. B, 'vy 1o & mavisnl
§anhqﬁf PSPaths(v,) and ﬂ:¢?2 is a maximal elemant nleSEathﬂf?Ei
1 the subsequence ordering. Since Y1 > va In the path of subterms
rder -;, 31*11 > EE.Tﬁ in the subsegquence ordering. We can assume

by indaction, then, that 8,'y, > 8,'y, in the surface ordering.

ftﬁ!&;@i > gy In the surface ordering. 'This compleres the proof.



‘Bunnomne. . : ' Vg
fepeae 14, and £, are ddencical. We:cammot have B; vy v 8,7y,
and #i,' are both empty, by choice of Yy and Ygo If ﬁl'
he th empty, then we cannot have vy % Vg by similar
IppoEE 51' and EII are both empty. Then the surface

he puth of subterms ordering. Hence a, > o, in the surface ordering

B then EE'-\-.E < f and we can apply the theorem inductively

n that @,'v, < B,'y, In the surface ordering. Hence a; > a,
murface ordering.

If fi;'y; > B then we know that By'v, * 8 in the surface

feriny -':ﬂn%"'ﬁ_l_’"rl and § are maximal paths of v, and v,, respectively.

5, mpplying the theorem inductively to B and B, '11 we obtain that
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Disgram:

Theorem 6.5. Suppose an and t are ground terms, Then 8 > ¢
in the path of subterms ordering {ff SPaths(s) > 5Patha(t) in the

multiser ordering fnduced by the surface ordering on paths of subterms.

Proof: Suppose s and t have different top-level function
aymbols. Let ¢ be the maximal element of SPatha(zs) in the subsequence
ordering, and let # be the maximal element of SPaths (t) in the
gubsequence ordering. Then a > B in the subsequence ordering. Now,

e and f are also maximal elements of SPathe{s) and SPaths(t) in the
surface ordering, by Theorem 6.4. Also, o » B in the surface ordering
by Theorem 6.3. Hence SPatha(s) > SPaths(t) In the multiset ordering

induced by the surface ordering on paths of subterms.
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‘Buppose 5 and t have the same top-level function symbol f.

3 fﬂ!‘m E{El' —f=

,,3}: } ‘Let S be the multiset {li, = hﬁ] and let T be the

. En}l and Iet t be of the form

£ {E,y +ney £ ). Let §1 and T1 be maximal sub-multisets of

--5‘1:-;_thn following condition.
aﬁixt is & 1-1 correspondence between elements of 51 and

ﬁ#?jrfllsiﬂnh that if m £ S1, B ¢ Tl and o corresponds to B

A
?@ﬁ;ﬁ a and t have the same top-level functlon symbol, we
:ivzifﬁfithnfij > PiPachs(t) in the multiser ordering induced by
uﬂﬂﬁﬁﬁa ordering on paths of subterms. ({That is, s > t in
;éh_jl_hthi path of subterms ordering.) It follows that
'“fr”'-‘iltll ¢ §-51) > W{SPaths(e dit, © T-T1}, Alse, the maximal
Mlements of these multisets of paths differ, and mo by ressoning as before

get that W{sPaths(s )is, ¢ §-51} > W{SPatha(t )it © T-T1} in the
””:E-Etdnting induced by the surface ordering on patha of subtérms,
by chodce of 51 and T1, PSPaths(s) > PSPatha(r) in the multiset
tdering induced by the surface ordering on pathe of subterms.

Bince # * t in the intermediate path of subterms ordering,

-?&1n"{§i > SPathe{c) in the multiset ordering Induced by the surface
if;?lné'nn paths of subterms. This completes the proof.

This result impliea that {t does not matter whether we

Q;T‘%ﬁ; surface ordering or the subsequence ardering on naths of subterms,
ﬁ:iﬁfuthuting the path of subterms ordering on ground cterms. The
h?iﬁicﬂ ordering 15 often easier ro work with, especially when dealing

l.h non-ground terms, S0 we sometimes use it instead of the subseguence

prdering on paths.
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Definition! Suppose that a and £ are two not necessarily
ground terms and o and P are paths of subterms from s and t, respectively.
Suppose thet a', 2", ¥4, Tor Bys cevy By Ege rany By fl' e fm, Byo oy
are as in the definition of the surface ordering for patha from ground
termeg, Then a < B in the surface ordering 1T

a) the sequence rlfz"‘fm is less than the sequence

ByBge e B in the lexicegraphic ordering, or
b} the sequence flfi"'fm is identical to the sequence
3151...3“* and L < tm in the path of subterms ordering.

The only difference from the previous definition is cthat B
and Een need not be ground terms, HNote that 1f a < B In the surface
ordering as defined here, then for all substitutiona O, af < BB in
tEhe surface ordering.

Suppose we are given terms £y and Ess possibly containing
variables, and we want to decide 1if tl <ty in the path of subterma
ordering. Given paths ul and “2 wi write H:{ql, uz} to denote that
w, € d, in the surface ordering. We write Rliﬂl. uz} to denote the

following relation:

Lt Y1 and ¥y be maximal suffixes of By and Gy respectively,

such that Yy ™ ¥gr Let 1y be nl'wl and let 2, be “leE' Let ., £, vuiy

be top-level function symbols obtained from ul* as in the definicion

of the surface ordering, and let B1r Bps wrns E, be top-level function
aymbols obtained from “21 in the same way. We say that EI{ul. uzl is
true iff the sequence flfz‘;*[m is less than the sequence B18pe By

in the lexicographic ordering. This completes the definition of By

Mote that El{nl' EE} implics ﬂzfnt. HE? but not vice wverss,



tively, satisfying the following conditiom:

‘be maximal sub-multisets of EPaths{'tl'.i and

u1 (3 '-'.'[".r_f if 4, € T, eorresponds to oy then By oG,
. the variables occurring in by and £50 For 1 <4 <k,
i

‘-._1‘]’--"-'1:& {a : ::.:1 & E-Patha'l:ti:.'l - 1'1]. Thua ﬁj 1a tha

& ;-;ésﬁi:h.&i} - T, that end in the variable x,, with

k|
r,-l:? _';i::'m thl :md!
Sheoren 0.6, If for-alla e Harhnf:l}—Ti there exiots

| ";f such that R!{n.ﬂl. then t, < ¢, In the path of subterms

1 i

- Dheorem 6.7. With notation as above, Lf for some |,
,,ngr'nll nE 5;‘ there exluts B ¢ Ef such that ﬁifﬂ. By
!FE less than Ey in the path of subterms ordering.

By may be unrelated in the ordering.)

In many cases, the above results can be used to efficiently
ptemmine whether t, < t,, t, < t» or t; and t, are unrelated in the
i of aubterms ordering. In some cases, the above theorems will

ot vield any information about the relative ordering of t, and t,.

:.ﬂ_u.di'ireu application of these theorams Tequires that we

.

ﬁﬂy compute, for some subterms 8y of £y and &y af Eas whether

Eijiﬁ in the path of subterms ordering. This is because of the

ition of the surface ordering. We can avold this and gain efficiency
"uﬂng K, instead of B, in the above theorems. Since R (a, B) 2 R,la, B},
theorems are still true, buc now yield less information than before.

fn faet, with this modification we can no longer show that x®y + x*z

iz gimpler than x*(y+z) in the path of subterms ordering.
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7. A General Characterfigation of a Class of Simplifications

We have the following characcerization of a frequently
aceurring clasa of replacements, all of which are simplifications in
the path of subterms ordering.

Theorem 7. BSuppose tl' tz* van® and ¢t are not necessarily

ground terms such that t, < t in the path of subterms ordering, for

1
l £41sn. Suppose that {El. fi""'fk} are function and constant
symbols, all of which are leas than the top-level funccion symbol of
t in tha symbol ordering. Let u be any term formed from any numbaer of
cccurrences of tl' ti' ey tﬂ and any number of occurrences of the
symbols {fl‘ EI' $ihiwh fh}' Then u < t 4dn the path of subterms ordering.
Example: Let t be x*(y+z) and let l:1 ba x*y, E, be x*z, and
£, be "+". Asgume "+ < "% in the symbol ordering. We have £y St
and t, < t in the path of subterms crdering. Let u be (x*z) + (yhz).
By the above theorem, u < t In the path of subterms ordering. Thus
xk({y+z) = x*z + y*z is a simplification in the path of subtermn

ordering.

8. Examples

We now glve gome examples of systeme of tewrite rules whose
terminatlon can be proven using the path of subterms ordering. That is,
all of the replacements are simplifications in the path of subterms
ordering, when the function mymbal ordering Is as specified.

Fxapple 1: Lot the funceion aynmbel ordering be "##"

" > binary "-" > uwnary =" > 4" > 1 > 0 and sssume 2 s representad as

1+ 1, 3 as (1+1)+] etc. Herae "#*" rppresénts exponentiation.



ki~

* )
o
0
(=%} + (=)

3“_‘ - t:‘lﬂ:]*{ **EJ
A () = fﬂ**!-'l“fx**ﬂ

wﬂ;ﬁg - WA b Thyhy 4 yRAD
(aeby) %3 = x*h] 4 3N (xARD)hy & Thok (yRRD) 4 [yRid)

&t cetera
W& could also allow the conditional replacement if x ¥ 0 then
. dince x**0 + 1 fa n simplificacion. However, we are not able

the following replacements:

1 b 3 it Sl ekl § it
xtiytz) * (xty)tz
x*(yhz) + (x¥y)he

Example 2: For this example, it suffices to choose any

ering in which "D" 1= the largest functien symbol. This example

jad to {llustrate some of the operations of &ymbolic differentiation.
Die) = O

Diehx} -+ o*D(x)

Dixty) + Dix) + D{y)

Dix*y) =+ x*D{y)} + y*D(x)

Di{x/y) + (y*D{x) = x*D{y)) [ (y**2)

Dix*%n) = n* {(x** (n-1)*D({x)
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In fact, these replacements, together with those of Example 1, can
be proven to terminate by choosing the ordering of Example 1 with "D"

added an more complex than any other symbol.

Example 3! This example illustrates definitions of primitive
recursive functions, & tople to which we shall return later, Assume
"Facg" > VA" > Mg Mgt 5o Npl

face(s(x)) = s{x)*fact(x)
faee{0) + s(0)
a{x)*y + y+(xty)

Example 4: This example illustrates an application of the
path of subterms ordering to LISP functions. Here palra ((x;, ...y %0,

(11. A yn}] in the multisec {cnna{:_l_. :fj,': r1<t<m 153 %n}

pairl" > "appe

represented as a 1iat. Order function symbols by “pairs” > "

i!nm.l‘r - “HIL“,

pairs(conn(x, ¥), =) + sppend(pairl(x, =), pairs(y, =))
pairs(NIL, ) + NIL

pairl(x, cons(y, z)) = consf{cons(x, y), pairlix, z})
pairl(x, NIL) + NIL :
pairs(append(x, v), %) * append(pairs(x, =), pairs(y, 2))
palra(x, append(y, %)) ~+ append(pairs(x, y}, pairs(x, z))
append (NIL, z) + =z

append (conaf(x, ¥), &) = cona(x, append(y, z))

Example 5: We show the termination of a set of rewrite

rulea for converting a Boolean formula to disjunccive normnl form.
Assume ''z' > MOM > TP oA HaW s MR s {a1] proposdicional variables).

x Zy={xay) v (ThaT
x2y+(lx) vy

Mxa )= (x) v ()

Mz v v+ () & (y)

T+ =

x A [y vy +AxAy) V¥ (xhpz)

L
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:E’l"fﬂ in Example 3 of defining a primitive recursive
':T]E#fiimplificltiqnu in the path of subterms ordering
1. We now discuss relations berween the path of subterms

! -class of primitive recursive functions,

6T terms can be obtained from t by using the rewrire rules
: r.hq:. if HTI'.'E. 1:1.': and Ft.l.{l. tz} are both true, and & ia
rm, then £y and Fq are identical. In this case, we call the
N ,. ‘ground term & into term t much that R.r{n, t), the function
(. by T.
Theorem 8: Suppose we represent non-negative integer n as
1. Thus 1 is represented as w(0), 2 ns a(s(0)), et cetera. Then
primicive recursive function h, there is a wet T of rewrite
iles, all of which are simplifications in the path of subterms ordering,
' t h is the function computed by T. That is, h{nl. vevy @) = b
. Ay "
iy ‘his (0}, cv.. 8 COD)", “MeT (D)) 18 true.
Proof: By definition of primitive recursive functions
.,-:-;‘:-'; roperties of the path of subterms ordering. We order the primicive

gecurulve functlon symbols In the order that they are defined. Thus

:_%Hl defined last are considered more complex i{n the symbol ordering.
1f g < F in the symbol ordering, then the replacement
.. Aieway 1“_' E{F}j - E{:].‘ e Iﬂ‘ Vo El:xl, e e xl]' _?}:. iz =8
sinplification in che path of subterms ordering by the preceding

'_J:_htﬂ!:eriﬂaciuu.



We conjecture that Lf T is a set of rewrite rules all of
which are simplifications in the path of subterms ordering, and 1f T
computes some function h, then h is primitive recursive. If true, this
would give us & new characterization of the primitive recursive functions.
We could try to prove this by bounding the oumber of replacements
that ean be done on @ starting term s, using a bound that is primitive

recursive in 8. A consaquence of this conjecture would be that the

|

path of subterms ordering could never be sufficient to prove termination

of rewrite rules for computing & non-primitive recursive function.

However, since non-primitive recursive functions cannot he computed in
polynemial (or exponential) ctime, this does not seem to be much of a

limitation in practice.

9, More Hesulte

The following results may be of some {nterest in devising
beteer ways to compute the path of subterms ordering for terms wirth
yariables in them.

Theorem §. Suppose s and t are two not necessarily ground
terms, #uch that there exisc substitutlons 91 and &, such that 8, and
lﬂl ara identical to within s permitation of arguments but sf, < t8,
in the path of subterms ordering. Also, suppose that for no substi-
tution 8 do we have g% > tf in the path of subterms ordering. Then e ;

a) 8 la the minimal conatant symbol and t is a varlable or

b) & 1la of form f[:l, R s“] and t is of form f{tl. T

for some funciion avmbol [, and there exist 1, ] with

124, § <nsuch that 8, and t. also satialy the

i
hypotheses of the theorem.
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: If 8 is a variable, then this variable must oceur

f& could find 6 such that &8 > ¢A. However, if this

in t then either s and t are ldentical, in which case
or elee  is & proper subterm of t, in which case -Bl
exint. Hence & is not = variable.

If t 15 a yariable, then s must be thé minimal constant
'3'3--; ‘else we could find 6 such that ad > cé {replace t by the

1 constant symbol).

Ctharwise, neither s nor t is 4 varishle. Since w8, and

; Are ddentical, both & and t must have the gameé top-level function

Suppose 8 is of the form Flagy vesy 'n:l and t 18 of the form

,;,-_—-- _tn'.l. Assume without loss of generalicy that ﬂz and |:l!|I

Let Uyeset and Vyr--¥, be lstings of the multisets

u wran 8.0, } and {: g1 +oon t 0,} respectively, in non-increasing
‘erder,  Let k be minf{i: u, and v, are not identical te within a
utin'n of arguments}. ‘Then g € v In the path of subterns ordering.

_'_|;_;I be such that tjEE in v, Let 1 be such that llﬂl and l:J 1

are identical to within a permutation of arguments. If 88y < t48,
__"-'H have 4 and j as desfred. 1f not, then deiere 6,8, and

1;‘,! from the lists tyeeeu  and VyresV, s Tespectively, and repeat
EH: argument. Eventually i and § as desired will be obtained. Thig

(can be done because of the Following facts:



B

a) The multiset Eul. ¥ 0y un] iz leas than the multiser
{ul, PR #nl in the ordering induced by the path of
subterms ordering on terms.

by 1I1f 5151 1.tjﬂ2. then the multiset {“1' i unl - {niEzJ
1s s£ill less than the multilaset {vl, Rl v“] - [‘151}

in the ordering on multisets of cerms.

Corollary 1: Suppose that 8, t, and ﬁl are as in che sbove
theorem. Then 6, must replace at least one variable of t by the minimal
conatant aymbol.

Proef: 1If a) eof the above thecrem is true, this is lmmediate.
If b) im true, wo can use a saimple inductive argument.

Corollary 2: GSuppose & and t are not necessarily ground
terms, nelither of which contain the minimal constant symbol. Suppose
that there exiats substitution ﬂl guch that lﬁl and tEl are ldentieal
to within a permutation of arguments. Then either m and t are ldentical
to within a permutation of arguments, or there exisc substitutions

E|1 and 8, such that 5&2 < tai and EEZ > tE] in the path of subterms

3
ordering.

It may simplify the computation of the path of subterms

ordering on non-ground terms to assume thet there is & minimal constant

symbol that never actually appears in any of the terms. This assumption
causes us to fall to recognize some replacements as aimplificationsa,

however. For example, the replacement

Flg(x),d) + f{gle),c)
will mot be recognized as & simplification if ¢ is the minimal constant

symbol actually appearing in terms.
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.'-,::'hqt. wé do not have any algerithm that will compute the
 non-ground terms in all cases. However, we do have a
ation of a class of aimplifications including many that Involve
terms. This characterization appears to apply to commonly
Mng sets of rewrite rules. We have given several examples to
¢ the wide applicabilicy of this "path of subterms" ordering for
termination of systems of rewrite rules. These examples involve
pale sisplification, symbolic differentiation, number theoretic

ns, LISP functions, and Boolean formulae. In fact, we have shown
primitive recuraive function can be computed by & system of
rules for which termination can be proven using the path of
ordering. We conjecture that a function ls primitive recur-
« 1£f 1t can be computed by a aystem of rewrite rules for which
‘termination can be proven using the path of subterms ordering.

{3 wauld be Interasting to see If there im a slsple description of a class
svatems of rewrlte rules such that a function can be computed in poly-
pﬁiﬂ time LEf Lt can be computed by a system af rewrite roles in the classa.
Perhaps this can be done for other time or space bounds on computations.

In future work, we hope to give a general method for combining this

ardering with various speclalized orderings to get a praoof techmigque of

aven grester applicability.
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